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Abstract

Protein-protein interactions (PPIs) govern nearly all biological processes in human

health and diseases, ranging from enzyme catalysis and inhibition, to signaling and

gene regulation. Understanding the dynamics of protein interactions and the struc-

ture of protein complexes at an atomic level is key in delineating disease mechanisms,

such as Huntington’s, Alzheimer’s, and cancer, and developing intervention strate-

gies. Investigation of these structural complexes by experimental techniques is often

expensive, laborious, and limited. Computational modeling provides an alternative

route to elucidate structures and guide molecular engineering based on PPIs. A long-

standing challenge limiting the accuracy of computational methods is the ability to

predict binding-induced conformational changes during protein-protein association.

In my thesis, I address this challenge by creating new tools to predict atomistic

models of flexible protein complexes. First, I develop a protein docking protocol that

incorporates temperature replica exchange Monte Carlo (T-REMC) and backbone

flexibility to mimic induced-fit approach of protein interactions. On a benchmark of

88 protein complexes with varying degrees of flexibility, this protocol, ReplicaDock

2.0, is the first method to successfully dock 62% of complexes with conformational

changes up to 2.2 Å. Building on this success of ReplicaDock2.0, I extend it to develop

a novel sampling approach, namely resolution exchange. In this approach, exchanges
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are performed between the full-atom and the centroid configurations to improve back-

bone sampling and escape entrapment in non-native minima. Finally, I conclude my

docking methods development work by creating a pipeline that fuses AlphaFold (a

deep-learning tool for protein sequence-to-structure prediction) with aforementioned

docking techniques to develop a method for improved complex structure prediction.

In conjunction with development of foundational protein structure prediction

tools, I equip docking tools to make contributions to human health and disease. First,

to extend the functionality of MC approaches for capturing dynamics, I model the

interactions between an outer membrane nutrient transporter (on bacterial cells)

and a bacteriocin (Colicin B), and deduce the translocation pathway for Colicin B

through the transporter. Next, I apply my knowledge of PPIs to create novel complex

designs. I demonstrate a computational approach to create orthogonal interfaces

with experimental validation for the PDGF signaling system. This technology has

tremendous potential in regenerative medicine and therapeutic discovery as an

orthogonal signaling system eliminates off-target risks (e.g., cancer) and promotes

exclusivity.

In sum, my work has advanced our understanding and our ability to model and

design flexible protein-protein interactions.
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Chapter 1

Introduction

This chapter includes published material, which is free to reuse under the
Creative Commons Attribution license, from Harmalkar A and Gray JJ,

"Advances to tackle backbone flexibility in protein docking." Current
Opinion in Structural Biology, 67, 178-186 (2021)

1.1 Protein-protein interactions govern biological functions

Proteins are ubiquitous in most, if not all, biological mechanisms. Composed of linear

chains of amino acid sequences that fold into compact three-dimensional structures,

proteins encode the machinery of life by intimately linking sequence and structure

to biological function. The structure of a protein, mediated by its environment and

by non-covalent interactions between the chemically diverse amino acid side-chains,

determines its folds and in-turn affects its functionality. To annotate the functional role

of proteins and tune the protein interaction networks for specific engineering tasks,

learning the nuances of protein-protein interactions (PPIs) and predicting protein

structures is paramount.

For the second half of twentieth century, much of the contemporary biology and

chemistry was concerned with the structural characteristics of these unbranched
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biopolymers, we now know as proteins. In 1951, Linus Pauling deduced the a-

helix1 and the b-sheet2, sparking a seminal discovery in molecular biology. This was

followed by the discovery of myoglobin3, the first protein structure to be crystallized

in 1957, to the creation of the Protein Data Bank (PDB) almost two decades later. The

advances in experimental methods for structure determination have exploded in

the past few decades with up to 203,607 experimentally-determined 3D structures

deposited in the PDB till date (as of 20 April, 2023).4,5 Currently, experimental methods

for protein structure determination include X-ray crystallography6, nuclear magnetic

resonance (NMR) spectroscopy7, and cryo-electron microscopy8. While these methods

are accurate and provide static snapshots of protein structures and PPIs, they are

laborious, resource-intensive, and often infeasible for higher-order protein assemblies.

When experimental approaches are recalcitrant, computational modeling provides an

alternative to elucidate structures and decipher the structure-function relationship in

PPIs.9 In spite of the limitations in accuracy, computational models are faster, cheaper,

and generalizable to a broad variety of biomolecular moieties. In this dissertation, I

focus on modeling these interactions and predicting protein complex structures with

downstream applications for human health and disease.

1.2 Protein-protein docking: an overview

Proteins dynamically interact with each other forming transient or permanent com-

plexes mediating function: insulin binds with its receptor inducing a conformational

change that activates tyrosine kinases10, hemoglobin undergoes shape changes in

interacting protein chains improving its oxygenation ability11,12, or the motion of

the receptor-binding domain (RBD) of the SARS-CoV-2 spike protein to bind with

2



Figure 1.1: Protein-protein interactions govern biological mechanisms. (A) Transport:
Hemoglobin in oxy state. (B) Immunity: antibody-antigen interactions in the adaptive
immune system. (C) Signaling: Insulin receptor activates receptor tyrosine kinase (RTK)
pathways. (D) Molecular motors: Proton pumps on cellular outer-membranes. (figures inspired
by David Goodsell, PDB 101, and created via ccsb.scripps.edu/illustrate/)
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the ACE2 cellular receptor.13,14 Computational approaches have attempted to model

these interactions underpinning most biological processes. From the early ideas

of shape and charge complementarityJanin2003, 15, to the discretized search in roto-

translational space with reduced-representation of proteins16, computational algo-

rithms have vastly aimed at capturing PPIs. Almost four decades prior (in 1986),

Michael Connolly described these approaches as the protein docking problem: "Given

the three-dimensional structures of any two proteins, is it possible to predict whether

they will associate, and if so, in what way?"17

Figure 1.2: Performance of protein docking approaches on blind targets in CAPRI Rounds
38–46. Distribution of DockQ scores for the best model submitted by each predictor group
(points) for each individual target (x-axis). DockQ measures a combination of intermolecular
residue-residue contacts, interface RMSD, and ligand RMSD on a scale of 0 (incorrect) to 1
(matching the experimental structure). Targets are labelled by their CAPRI target number and,
when needed, interface number (after the decimal). The targets are classified into rigid (easy)
targets (high-homology monomer templates and under 1.5 Å unbound–bound backbone
motion, and flexible targets (poor template availability and/or over 1.5 Å RMSDBU). DockQ
scores are color-coded by CAPRI model quality ranking: blue, high; green, medium; yellow,
acceptable; gray, incorrect. Data graciously provided by Lensink et al.18

With this underlying theme, docking approaches have provided a route to predict

the three-dimensional structures of protein assemblies from structures of known

monomeric proteins. This approaches included template-based searches, fast Fourier
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transform (FFT)-based docking16,19, geometric hashing20, and even exhaustive Monte

Carlo (MC)21,22 or molecular dynamics (MD) simulations.23,24 However, as the de-

scription by Connolly fails to address, one of the most challenging aspects of protein

association is binding-induced conformational changes in protein backbones. The in-

trinsic flexibility of proteins still confounds the protein docking community at large.25

Protein docking no longer remains a problem of just predicting whether proteins will

associate, but rather has extended to a problem of predicting what conformational

changes are necessary for proteins to bind.

1.3 The Rosetta Software Suite

The Rosetta modeling suite is a software for biomolecular structure prediction and

design.26 Initially developed exclusively for protein structure prediction and design in

the 1990s, the software has expanded to incorporate challenging and diverse modeling

tasks, including small molecules, peptides, carbohydrates, and nucleic acids. Over 20

years, a global community of developers, scientists and trainees have contributed to

Rosetta, resulting in a software suite with a versatile and modular interface for broad

applications in structural biology.

1.3.1 Sampling and Scoring

Following the premise of Anfinsen’s hypothesis27 that natural sequences fold into

conformations lying at the global free-energy minimum, Rosetta equips a heuris-

tic sampling-and-scoring approach to find native-like states. To sample putative

conformations in the free-energy landscape, Rosetta employs a Monte Carlo-plus

minimization (MCM) routine. The degrees of freedom of a biomolecular system

(proteins, carbohydrates, nucleic acids) are randomly perturbed by transformations
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(chosen from a defined set of moves), energy minimized, and the transformations are

accepted or rejected based on the Metropolis criterion28:

a =

8
><

>:

accept, if P � U(0, 1); for P = min
⇣

1, e[�DE/kBT]
⌘

reject, otherwise
(1.1)

Here, P represents the probability of acceptance sampled from a Boltzmann

distribution, such that DE = Ej � Ei, where Ej and Ei represent the energies of

the initial(i) and final(j) states respectively, kB is the Boltzmann constant, and T

is the temperature. U(0, 1) represents a random number selected from a uniform

distribution between zero and one.

To estimate the energies, Rosetta uses an energy function comprising of physics-

based energy terms, empirically-derived terms, and knowledge-based terms.29 A

weighted linear combination of these energy terms (Ei) as a function of the degrees of

freedom (Q) sums up the energy function:

DEnet = Â
i

wiEi(Qi) (1.2)

The energy terms constituting the standard Rosetta scoring function (REF2015) are

thoroughly described in a comprehensive review by Alford et al.29 and briefly include

the following terms:

• Physics-based energy terms: Lennard-Jones potential (fa_rep,fa_atr, and

fa_intra_rep), Gaussian exclusion implicit solvation (fa_sol, fa_intra_sol)

and orientation-dependent solvation (lk_ball_wtd), coloumbic electrostatic

potential (fa_elec)

• Empirical terms: an orientation dependent hydrogen-binding potential (hbond
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terms) and disulfide potential (dslf_fa13)

• Knowledge-based terms: statistical potentials for backbone dihedrals (rama_prepro),

side-chain torsion (fa_dun), and amino acid identity (p_aa_pp).

1.3.2 Architectural overview

Rosetta is written in an object-oriented fashion, with the Pose, the Movers, and the

Scorefunctions constituting the trifecta at the core of any Rosetta protocol.26 The

Pose object stores the conformation of the biomolecules in internal coordinate system

(f, y, w, and c). Each Pose object could be manipulated by a Mover object. Movers

are capable of remodeling (e.g. implementing conformational changes, mutating

residues) and analyzing (e.g. reporting geometric/energetic information) the pose, or

even selecting a subset of the pose object for specific operations (e.g., selecting the

complementary-determining regions of an antibody). The ScoreFunction evaluates

the energetics of the pose to decide whether the new state is accepted or rejected.

Further, Rosetta code architecture is organized into libraries: (a)core libraries that

contain structural and scoring information; (b) protocols libraries that contains code

for structural manipulation; and (c) utility libraries with code for common data

structures (e.g., containers, owing pointers, etc). New classes or methods are declared

and defined in files and categorized to specific libraries based on their functionality.

The object-oriented design enables new code to inherit from existing code to develop

broadly applicable protocols. Typically, Rosetta protocols generate independent MC

trajectories and each pose generated within the trajectory is evaluated for specific

objective, for e.g, docking protocols are evaluated for interface scores.
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Figure 1.3: Rosetta strategies and metrics. (A) Schematic example of the Monte Carlo
minimization strategy in Rosetta. Implementing a random move from state i (red) in the
energy landscape, the minimization inevitably leads to state j(orange) even if the move
is made to an arbitrary intermediate state (gray). (B) A sample funnel plot of a protein
target demonstrating the interface scores (REU) against interface root-mean-square-deviation
(RMSD) of the modeled decoys with respect to the native structure. The interface scores
(y-axis) are analogous to binding free energy, and estimate the score of the complex minus
that of individual binding partners. Sampled models show in gray. Native crystal structure
was relaxed to generate a native funnel (blue).

8



1.4 Dissertation Outline

The association and dissociation of protein complexes is ubiquitous in almost all bio-

logical processes and understanding these protein-protein interactions is key towards

delineating biological mechanisms and modifying their function. With an aim to

elucidate these interactions, this thesis will primarily focus on modeling and design

of protein complexes and PPIs. Protein interactions are transient and protein-protein

association often induces conformational changes. The first two chapters will describe

the development of computational tools for capturing conformational changes upon

association, i.e., protein docking. Chapter 2 details the development of ReplicaDock

2.030, a temperature-replica exchange MC protocol that performs on-the-fly backbone

motions to mimic induced-fit mechanisms of protein binding. In Chapter 3, I describe

the extension of this replica exchange strategy for the development of Resolution

exchange - an approach to swap configurations (for e.g., all-atom and centroid) for

better sampling. Next (Chapter 4), I highlight challenging targets during my tenure

as a participant in the Criticial Assessment of PRotein Interactions (CAPRI) over the

past 4 years (Rounds 47-54)18, and discuss the impact of AlphaFold (DeepMind’s

AI for protein structure prediction) on the field31. In Chapter 5, I fuse our docking

models with AlphaFold’s structural module to develop a pipeline that transforms

protein amino acid sequences to accurate protein complex structures. This strategy

demonstrates better performance than existing models and shows how AI models

could be integrated with biophysics to improve accuracy of structural predictions.

The next two chapter (Chapter 6 and Chapter 7) describe the application of com-

putational modeling approaches to real-life examples of protein interactions and

design. In Chapter 6, I extend my computational modeling expertise to characterize

9



the translocation of a bacteriocin through a outer-membrane receptor.32 Chapter 7

discusses the development of a protein design pipeline for the generation of orthog-

onal protein interfaces. Orthogonal proteins are mutually exclusive to each other

and do not interact with wildtype, endogenous proteins, thereby imparting high

specificity and no off-target activity. I describe our efforts in successfully creating an

orthogonal interface for the platelet-derived growth factor (PDGF) signaling system

with applications to bone growth and tissue engineering. In Chapter 8, I detail a few

other miscellaneous contributions and research avenues. Finally, in Chapter 9, I map

my contributions to the field and detail directions for future explorers.
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Chapter 2

Capturing conformational changes
during protein association

This chapter includes published material, which is free to reuse under the
Creative Commons Attribution license, from Harmalkar A, Mahajan SP,
Gray JJ, "Induced fit with replica exchange improves protein complex

structure prediction." PLOS Computational Biology, 18(6), 1-21 (2022)

2.1 Overview

Despite the progress in prediction of protein complexes over the last decade, recent

blind protein complex structure prediction challenges revealed limited success rates

(less than 20% models with DockQ score > 0.4) on targets that exhibit significant

conformational change upon binding. To overcome limitations in capturing backbone

motions, I developed a new, aggressive sampling method, ReplicaDock 2.0, that

incorporates temperature replica exchange Monte Carlo (T-REMC) and conforma-

tional sampling techniques within docking protocols in Rosetta. ReplicaDock 2.0

mimics induced-fit mechanism of protein binding to sample backbone motions across

putative interface residues on-the-fly, thereby recapitulating binding-partner induced
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conformational changes. Furthermore, ReplicaDock 2.0 clocks in at 150-500 CPU

hours per target (protein-size dependent); a runtime that is significantly faster than

molecular dynamics based approaches. For a benchmark set of 88 proteins with

moderate to high flexibility (unbound-to-bound iRMSD over 1.2 Å), ReplicaDock 2.0

successfully docks 61% of moderately flexible complexes and 35% of highly flexible

complexes. Additionally, I demonstrate that by biasing backbone sampling particu-

larly towards residues comprising flexible loops or hinge domains, highly flexible

targets can be predicted to under 2 Å accuracy. This indicates that additional gains

are possible when mobile protein segments are known.

2.2 Introduction

Protein-protein interactions (PPIs) mediate most molecular processes in human health

and disease, ranging from enzyme catalysis and inhibition to signaling and gene regu-

lation. Predicting protein complex structures can aid in the systematic mapping of PPI

networks in the cell, thereby revealing biological mechanisms and providing insights

in protein structure-function relationships1. Experimental techniques can determine

high-resolution protein structures, however, they can be expensive, laborious, and

limited. Computational modeling of protein complexes, i.e., protein-protein docking,

provides an alternative to elucidate structures and to identify putative interfaces. The

accuracy of most docking methods is hampered by binding-induced conformational

rearrangements between protein partners2. The recent rounds of the community-

wide blind docking experiment, Critical Assessment of PRediction of Interactions

(CAPRI)3,4, showed that capturing large-scale conformational changes between pro-

tein partners (unbound to bound Ca root mean square deviation (RMSDBU) > 1.2
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Å) remains a longstanding challenge: Less than 20% of models submitted for these

targets achieved a DockQ score5 > 0.4 (see first figure in Harmalkar and Gray, 20202).

To improve docking performance, extensive sampling of the protein’s backbone

conformations is critical. Earlier studies have incorporated backbone motions either

by docking a small ensemble (10-20) of backbone conformations of two proteins6,7

or by moving a restricted set of coordinates8–10, but they obtained limited success,

underscoring the need of better backbone sampling11. To push towards larger confor-

mational changes, algorithms broadly emulate two kinetic binding models: (1) con-

former selection (CS), and (2) induced-fit (IF)12–14. In CS, unbound protein monomers

exist in an ensemble of diverse conformations, and the monomer conformations

corresponding to the thermodynamically stable minima are selected upon binding13.

This mechanism motivated a prior method, RosettaDock 4.011, a Monte-carlo (MC)

minimization protocol that was efficient enough to use 100 pre-generated backbone

structures of each unbound protein. RosettaDock 4.0 improved docking to highest

reported success rates on flexible targets (49% of moderate, RMSDBU > 1.2 Å, and

31% of difficult targets, RMSDBU > 2.2 Å, successful predictions). However, since the

performance of CS-based approaches depends on having native-like backbone con-

formations in the monomer ensembles, to capture binding-induced conformational

changes, it is desirable to sample backbones in a partner-dependent fashion.

Induced-fit (IF) approaches incorporate partner-specific, localized conformational

rearrangements. In IF, proteins ‘induce’ conformational changes upon molecular

encounter15,16. Since simulating backbone changes throughout the entire protein

concomitantly with rigid-body perturbations is computationally expensive (O(2 ⇥

3N+1) as opposed to O(6) for N atoms), IF docking approaches have typically been
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restricted to small backbone perturbations and side-chain movements9,17,18. Molecular

dynamics (MD) simulations follow the IF-approach for all atoms, however, they are

bound by time and length scales19,20. Thus, expensive molecular dynamics (MD)

simulations are accelerated with alternative sampling techniques such as steered

MD21, replica-exchange22, or metadynamics23 to refine rigid-body poses of docked

proteins or dock small, rigid proteins24,25.

Replica exchange methods, in particular, have been employed for protein docking

to perform an unprecedented sampling of putative protein complex structures26 and

association pathways21. Temperature replica exchange methods modulate tempera-

ture across parallel replicas, with periodic exchanges between the high temperature

replicas and the low temperature ones22. While temperature affects all atoms, Hamil-

tonian replica exchange methods update the energy function between the replicas

and focus on a relevant degree of freedom of the system25,27,28. To date, however,

none of these methods incorporate larger conformational rearrangements between

protein partners upon docking. Moreover, most of the modeling examples have been

limited to rigid-proteins with little flexibility (RMSDBU < 1.2 Å).

Here, I couple the sampling prowess of replica exchange algorithms with the

induced-fit binding mechanism to develop a new, aggressive, flexible backbone

protein docking method, ReplicaDock 2.0. This method builds on Zhang et al.’s

prior work on replica-exchange MC-based rigid-docking (ReplicaDock22,27) and adds

backbone motions along with a fast-scoring, low-resolution energy function to tackle

moderate and highly flexible targets. I test ReplicaDock 2.0 on a diverse set of protein

targets from the Dockground benchmark29 that spans rigid, moderately flexible, and

highly flexible targets. Despite the power of REMC, it is still unfeasible to explore all
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backbone conformational degrees of freedom, therefore I test the efficacy of choosing

different flexible subsets. Finally, I examine whether biasing the sampling choices can

generate sub-angstrom quality predictions.

2.3 Results

Protein-protein docking studies with T-REMC by Zhang et al.22,27 demonstrated

significant improvement in sampling docking orientations, albeit with two important

limitations. (1) No backbone degrees of freedom were sampled, restricting the search

to rigid-body moves and thus precluding success on medium and highly-flexible

docking targets. (2) The low-resolution energy function was inaccurate22, so the

improved sampling often led to incorrect complex structures. In this work, I address

these limitations and improve protein-protein docking for previously intractable

flexible targets.

2.3.1 ReplicaDock 2.0 protocol selectively samples backbone degrees of
freedom while docking

To address the backbone sampling limitation, I created ReplicaDock 2.0, an induced-fit

(IF) inspired, T-REMC plus minimization algorithm that samples backbone conforma-

tions on-the-fly while docking. ReplicaDock 2.0 consists of two stages, low-resolution

sampling and high-resolution refinement (Fig 2.1). To capture backbone degrees

of freedom, the low-resolution stage performs replica-exchange and samples both

backbone conformations and rigid-body orientations. For each docking pose sampled,

backbone moves are sampled via Rosetta Backrub30 over the interface residues. My

hypothesis was that by narrowing the search to the putative interface, the protocol

would capture realistic conformational changes while maintaining feasible compute
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Fig 2.1: Overview of the ReplicaDock2 protocol. Caption follows on next page
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Fig 2.1: Starting from an initial docking pose i.e. a structural model with randomly oriented
protein partners, the protocol perturbs the protein partners and slides them into contact.
This creates an initial docking pose for the low-resolution stage. Here, the pose object is
copied to three parallel replicas per trajectory, and each replica performs rigid body moves
(rotation-translation) and backbone moves for each MC trial, followed by exchange between
replicas after every 1,000th trial. Each exchange obeys the Metropolis acceptance criterion and
if accepted, the low resolution structure is output. Each trajectory completes 2.5⇥105 MC trial
steps, and produces ⇠5,000 candidate structures. Lastly, all produced structures undergo an
all-atom refinement comprising of side-chain packing, small rigid-body motions, and energy
minimization to output final docked structural models.

times. The low-resolution IF-based method samples the six rigid-body degrees of free-

dom along with the 3N backbone degrees of freedom (f, y, w) for N interface residues.

By extending this sampling procedure over three replicas with inverse temperatures,

b, of 1.5�1 kcal�1 · mol, 3�1 kcal�1 · mol and 5�1 kcal�1 · mol, a range of backbone

conformations sampled. I chose the number of replicas and replica-temperatures

such that the energy distribution at any replica overlaps sufficiently with adjacent

replicas, allowing efficient exchanges (Figure 2.A.1). After every 1, 000 MC trials of

rigid-body and backbone motions, an MC-swap is attempted between neighboring

replicas as per the Metropolis criterion31 (Methods). Higher temperature replicas

accept backbone moves that would be otherwise rejected at lower temperatures. To

expand the diversity of sampled structures, up to 8 independent trajectories are

initiated from the starting docking pose. After generation of candidate docking poses

in the low-resolution stage, the high-resolution stage performs an all-atom refinement

which employs finer rigid-body motions (random rigid-body perturbations in a Gaus-

sian distribution of 0.1 Å to 3�) with side-chain rearrangements followed by energy

minimization in the torsional space. This stage does not explicitly move the backbone

of the docked proteins but resolves any side-chain clashes and forms a compact, low-

energy, high-resolution interface. After evaluating the refined structures’ all-atom
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scores, the lowest scoring structure is the complex prediction.

2.3.2 ReplicaDock 2.0 uses a residue-transform based scorefunction

As ReplicaDock 2.0 performs backbone sampling and generates docking poses during

the low-resolution stage, it is crucial to have a score function that favors native-like

interfaces. Thus, the next step in improving docking performance was to tackle the

limitation of the inaccurate low-resolution centroid score function as observed by

Zhang et al.22. In their recent CS-based approach, RosettaDock 4.0, Marze et al.11

created the Motif Dock Score (MDS), a pre-tabulated score based on the residue-pair

transforms approach32 where energy of the interacting residues is defined by the

6-dimensional translation and rotation coordinates specifying their relative backbone

locations. This simple scorefunction accurately estimated the well-tested all-atom

score-function with a faster compute time32. MDS is restricted to inter-chain energies,

which worked well for pre-generated monomer ensembles with fixed backbones in

RosettaDock 4.0. For IF-based ReplicaDock 2.0, however, intra-chain energies must

be included as the backbone moves, especially clashes. Therefore, I incorporated

knowledge-based backbone torsion statistics terms and Van der Waals interaction

terms33 to create the Motif Updated Dock Score (MUDS). I optimized the relative

weights of the MUDS energy terms based on the number of CAPRI acceptable quality

structures in the top-scoring 10% of sampled structures (enrichment). With this

updated scoring and sampling schemes, I tested the performance of the ReplicaDock

2.0 protocol for global and local docking tasks.
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2.3.3 Rigid global docking with ReplicaDock2.0 can identify local binding
patches

Docking challenges can be categorized as either global (without any prior knowl-

edge of binding interface) or local (using knowledge of putative binding patches).

Conventionally, predictors search with a rigid protein backbone to identify putative

binding interfaces (e.g., with ClusPro34 or ZDOCK35), and then each binding interface

is refined, often with backbone conformational change. This strategy breaks down

docking hierarchically. Global docking has been performed with a T-REMC approach

(ReplicaDock22), but low-scoring structures were often far from the experimental

structure owing to the inaccurate centroid score function. With an updated score

function MUDS, I hypothesized that its discriminative power would enable a rigid-

body global docking simulation to better identify native-like interfaces. To test this

hypothesis, I ran ReplicaDock 2.0 without backbone conformational sampling (only

rigid-body rotational and translational moves) on 10 protein targets starting from

random orientations of the protein partners.

To illustrate the rigid global docking performance, Fig 2.2A plots the low-resolution

score (MUDS) versus the RMSD from the native structure for all generated candidate

structures for two representative, medium-flexibility protein targets (2CFH, traffick-

ing protein particle complex subunits, 1.55 Å RMSDBU
36 and 1XQS, HspB1 core

domain complexed with Hsp70 ATPase domain, 1.77 Å RMSDBU)37. As a reference,

I relaxed the experimental bound structure with relatively small rigid-body moves

(rotations and translations of 0.5� and 0.1 Å, respectively) to generate near-native

structures (blue in Fig 2.2A).

ReplicaDock 2.0 generates low-scoring near-native orientations (under 5 Å RMSD)
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Fig 2.2: T-REMC improves low-resolution performance in global rigid-body and local
flexible docking for two representative protein targets. (A) Global rigid-body docking
performance for protein targets 2CFH (trafficking protein particle complex subunits)36 and
1XQS (HspB1 core domain complexed with Hsp70 ATPase domain)37. Plots show the Motif
Updated Dock Score (REU) vs all-atom Ca rmsd (Å). Blue points denote the refined native
structures. (B) Comparison of different residue selections for performing backbone moves.
Performance of ReplicaDock 2.0 with four conditions: (1) 5.5 Å interface patch, (2) 8 Å interface
patch (3) 5.5 Å interface patch + loops, (4) 8 Å interface patch + loops. The metric is hN5i,
the average number of near-native models in the five top-scoring structures. For reference,
RosettaDock 4.0 performance is highlighted in gray. (C) Local flexible backbone docking
performance. Motif Updated Dock Score (REU) vs Ca rmsd (Å) for two targets, 2CFH36 and
1XQS37. Panels show ⇠5,000 decoys generated by RosettaDock 4.0 (left) and ReplicaDock 2.0
(right, this work).
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for 2CFH, however, for 1XQS, sampling is limited to RMSD values above 6 Å, with

the lowest scoring structures about 20 Å away from the experimental structure. On

10 protein targets (Figure 2.A.2), ReplicaDock 2.0 produced models within 5 Å of the

native-bound structure for 8 of 10 targets. For comparison, ClusPro38 successfully

predicts 6 of 10 targets. Thus, ReplicaDock 2.0 can perform exhaustive global sampling

on the protein energy landscape with better near-native discrimination. One limitation

is that global docking with ReplicaDock 2.0 requires 600-800 CPU hours, compared

with 35 CPU hours (as reported by Varela et al.39) for ClusPro34. Rigid-backbone

global docking results from either ClusPro or ReplicaDock 2.0 can serve as the input

to a local, flexible-backbone docking search. (AlphaFold40 or AlphaFoldMultimer41

could also be used to generate starting structures42,43 for refinement, if the multiple

sequence alignments are sufficient for the target. I discuss some comparisons for past

CASP14-CAPRI targets44 in the supplementary of the published article.Harmalkar2022

2.3.4 Flexible local docking with ReplicaDock2.0 samples deeper energy
funnels

When given a putative, broadly-defined binding patch, local docking approaches

strive to obtain the biological complex structure by capturing conformational changes

in protein partners. ReplicaDock 2.0 explores conformational changes by restrictively

sampling backbone moves at putative interfaces. To evaluate the extent of flexibility

that can be incorporated while docking for optimum performance, I tested Repli-

caDock 2.0 protocol (low resolution sampling with high resolution refinement) with

different selections of residues for backbone sampling (Figure 2.A.3). First, I per-

formed backbone moves conservatively over only the set of residues with atoms lying

within 5.5 Å of the binding partner (Set 1: 5.5 Å interface patch). Then, I expanded the
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selection to residues with atoms lying within 8 Å of the binding partner (Set 2: 8 Å in-

terface patch). As loops are the most flexible secondary structural element in a protein

structure, I incorporated residues belonging to all the loop regions from the unbound

protein monomers, and added them to prior residue sets to obtain Set 3 (5.5 Å interface

patch + loop residues) and Set 4 (8 Å interface patch + loops residues) respectively.

For local docking on 12 test targets, I generated ⇠5,000 structures and sub-sampled

sets of 1,000 structures to calculate the expected number of near-native structures

(defined as CAPRI acceptable quality or better) in the 5 top-scoring structures (hN5i).

hN5i evaluates the ability of a protocol to sample near-native conformations and

discriminate them from false-positive structures (see Methods). Higher hN5i indi-

cates that in blind predictions, top-scoring structures are more likely to be correct.

Fig 2.2B compares traditional CS-based RosettaDock 4.0 performance with IF-based

ReplicaDock 2.0 using each of the four flexibility scopes. Extending the backbone

moves to 8 Å interface patch increased hN5i across all targets, and offered enough

flexibility to capture the binding-induced conformational changes. Incorporating

loops reduced performance for medium-flexible and rigid targets (average perfor-

mance for medium-flexible targets dropped from hN5i=5 in Case 2 to hN5i=2.5 in

Case 4), possibly due to over-sampling of backbone moves in relatively rigid regions

of the protein structure. Adding flexibility to all loops, the scorefunction misdirects

sampling in non-native, spurious minimas, resulting in alternate binding modes with

large buried surface area or distorted protein tertiary structures (as shown by the

false positive minimas in Figure 2.A.4). To capture realistic backbone conformations,

I therefore restrict backbone moves to an 8 Å local interface. Unfortunately, this

selection precludes longer range, off-site conformational changes.

26



With the 8 Å selection chosen as the mobile residue set, I next evaluated the local

docking performance of ReplicaDock 2.0 against RosettaDock 4.0. This also served

as a head-to-head comparison between two kinetic mechanisms of binding i.e. IF

versus CS. As an example, Fig 2.2C shows the generated candidate structures for two

representative protein targets 2CFH and 1XQS with the two docking methods. The

low-resolution score (MUDS) versus Ca RMSD plots for the targets 2CFH and 1XQS

show that ReplicaDock 2.0 samples structures that score lower than RosettaDock

4.0. Further, in contrast with RosettaDock 4.0 funnels, ReplicaDock 2.0 produces

deeper funnels, suggesting that as induced-fit enables the protocol to capture better

backbone conformations, replica exchange improves the docking orientations of

the encounter complexes generated, thereby allowing us to reach lower, native-like

energies (bound-derived funnel in blue).

2.3.5 Induced-fit recapitulates native contacts but fails to push backbone
sampling towards bound conformations

With low-resolution sampling, ReplicaDock 2.0 explores larger conformational space

in a rapid fashion and avoids entrapment in local minima. However, the structures

generated are limited with their accuracy and often require all-atom refinement to

penalize side-chain clashes or spurious interfaces and yield realistic structures. The all-

atom refinement can further lead to smaller motions and side-chain rearrangements

that can result in compact binding between protein partners. Hence, I refined the

candidate structures generated in low-resolution stage with the Rosetta all-atom

ref2015 energy function33. Supplementaryi in Harmalkar et al. represents the low-

resolution candidate structures colored with their final high-resolution CAPRI quality.

iFigures for the entire benchmark set (88 targets) are included in the supplementary of the manuscript
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Fig 2.3: Improvement in docking performance after full protocol for two representative
targets. (A,D) Interface score (REU) vs I-rmsd (Å), (B,E) Ligand-RMSD(Å) versus Receptor-
RMSD(Å), and (C,F) Interface score (REU) vs fraction of native-like contacts post all-atom
refinement for RosettaDock 4.011 and ReplicaDock 2.0(this work) for two targets 2CFH and
1XQS. Relative to RosettaDock 4.0, ReplicaDock 2.0 samples decoys that score better, are
closer to the native, have higher native-like contacts( fnat) and better CAPRI quality. However,
backbone RMSDs (B,E) have not moved closer to the native but rather diverged away from it.
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In multiple cases (e.g., medium targets 1MQS and 2HRK), the high-resolution stage

penalizes poor, false-positive structures and refines near-native structures to improve

their quality, showing that best results are achieved by combining the MUDS T-REMC

stage with all-atom refinement.

Fig 2.3A and 2.3D highlight the high-resolution performance for the same two

protein targets (2CFH and 1XQS) by comparing the interface energies (equivalent

to thermodynamic binding energies) versus the interface-RMSD. For both protein

targets, ReplicaDock 2.0 retains the better-scoring structures from the low-resolution

stage (Fig 2.2C). Relative to RosettaDock 4.0, ReplicaDock 2.0 structures have better

all-atom scores and an improved CAPRI quality as evident by the greater number of

medium-quality decoys. Despite this improvement, there remains a gap in interface-

RMSD between the lowest scoring docked structures and the refined native structures

(blue in Fig 2.3A and 2.3D). To determine how induced-fit affects the backbones, I

calculated the monomer component backbone RMSDs from the bound backbone

conformations (Fig 2.3B and 2.3E). Although ReplicaDock 2.0 generates a much more

diverse set of backbone conformations than RosettaDock 4.0, the best RMSDs attained

by both the methods are comparable. Note that RosettaDock 4.0 uses pre-generated

ensembles resulting in all candidate docking structures being limited in the backbone

conformation space (all RMSDs within a rectangular region), whereas ReplicaDock

2.0 generates more diversity. These docking metrics for the entire benchmark set

are illustrated in the supplementaryii.Harmalkar2022 Further, I calculated the native-like

interactions made by the interface residues with the fraction of native residue-residue

contacts, fnat (Fig 2.3C and 2.3F). With the induced-fit strategy, ReplicaDock 2.0 in-

creases the fnat over RosettaDock 4.0 by ⇠0.2. By sampling protein conformations

iiFigures for the entire benchmark set (88 targets) are included in the supplementary of the manuscript
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in the vicinity of its binding partner, ReplicaDock2.0 is able to orient more inter-

face residues to a native-like state, thereby recapitulating a larger fraction of bound

contacts.

2.3.6 Benchmark evaluation demonstrates improved performance over
conformer-selection methods

Fig 2.4: Comparison of performance metrics between RosettaDock 4.0 and ReplicaDock 2.0
for individual complexes in a benchmark set of 88 docking targets. (A) Comparison of hN5i
values after low-resolution and high-resolution stages (full protocol), respectively. Dashed
lines highlight the region in which the two protocols differ significantly, i.e. by more than one
point in their hN5i values. Different symbols correspond to each target’s difficulty category
(circle: rigid; triangle: medium; diamond: flexible). Points above the solid line represent better
performance in ReplicaDock 2.0, while points below the line represent better performance in
RosettaDock 4.0. After the full protocol, 24 targets are modeled significantly better and 14
complexes are modeled significantly worse. (B) Probability density curves versus hN5i for all
targets for ReplicaDock 2.0 (green) and RosettaDock 4.0 (purple). Low-resolution performance
is indicated by lines (bright pink and bright green), and high-resolution performance is
denoted by shaded area (purple and green). (C) Probability density curves versus full-
protocol average N5 for rigid, medium and flexible targets respectively.

To evaluate the accuracy of local docking with ReplicaDock 2.0, I benchmarked
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the protocol on 88 protein targets from Docking Benchmark DB5.529, constituting 10

rigid targets along with all 44 moderately-flexible (medium) and 34 highly flexible

(difficult) targets. For each target, I generated ⇠5,000 candidate structures with

ReplicaDock 2.0 and, for comparison, RosettaDock 4.0. The ensemble generation and

pre-packing for the RosettaDock 4.0 protocol was performed as described in Marze et

al.11. For ReplicaDock 2.0, I docked protein targets as summarized in Methods.

To compare the performance, I measured hN5i after the low-resolution and high-

resolution stage for the full benchmark set of 88 targets. I define a structure as

near-native if the Ca RMSD  5 Å for the low-resolution stage, and if the CAPRI rank

is acceptable or better for the high resolution stage. Fig 2.4A shows the hN5i scores of

the benchmark targets for the two protocols. The dashed lines demarcate the region

of no improvement i.e., the two protocols differ by less than one point in their hN5i

scores. For targets above the dashed line (upper diagonal region), ReplicaDock 2.0

performs better, while for those below the dashed line (lower diagonal region), Roset-

taDock 4.0 performs better. In the low-resolution stage, ReplicaDock 2.0 outperforms

RosettaDock 4.0 with nearly a third of the targets having better hN5i (27 out of 88).

After the high-resolution stage, ReplicaDock 2.0 outperforms RosettaDock 4.0 on 24

targets.

To better illustrate the trend, I plotted the probability density of hN5i across all

targets (Fig 2.4B). With the probability density curves, since the criterion to determine

a near-native structure is different for high-resolution and low-resolution stages, the

area under curve (AUC) differs. However, it can capture some overarching trends

in performance: ReplicaDock 2.0 shifts the curve towards higher hN5i, particularly

for moderately-flexible targets (Fig 2.4C). For 37 out of 44 moderately-flexible targets,
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ReplicaDock 2.0 performance is either equivalent or better than RosettaDock 4.0.

However, for highly flexible targets, the improvement is modest; docking proteins

with higher conformational changes (RMSDBU > 2.2 Å) is still a challenge. On an

absolute basis with hN5i � 3 as a success criteria, ReplicaDock 2.0 correctly predicts

near-native docked structures in 80% of rigid, 61% of medium-flexible and 35% of

highly-flexible docking targets.

Finally, I also compared the run time of ReplicaDock 2.0 with RosettaDock 4.0

for local docking across the benchmark targets. For all benchmark targets, I could

generate the ReplicaDock 2.0 trajectories on ouriii current hardware (24 processors) in

a compute time of 8-72 CPU-hrs. The scaling of the ReplicaDock 2.0 and RosettaDock

4.0 protocols with the number of residues in the complex, Nres, is illustrated in Figure

2.A.5.

2.3.7 Sampling of known mobile residues captures near-bound conforma-
tions of highly flexible protein targets

While ReplicaDock 2.0 generates better quality structures, it fails to reach sub-angstrom

interface accuracy for many flexible targets, as shown in Fig 2.3A and 2.3C for 2CFH

and 1XQS. Upon inspection of the bound and unbound structures of medium and

difficult targets, I observed that the backbone conformational changes were diverse,

ranging from motion of loops and changes in the secondary structure to hinge-like

motion between intra-protein domains. The residue sets for backbone sampling in

ReplicaDock 2.0 were not broad enough to capture these conformational changes.

To push towards these larger backbone motions, I wondered whether ReplicaDock

2.0 might attain native-like backbones if it used the information of the residue set

iiiProduction runs were simulated on XSEDE’s Rockfish cluster

32



that results in the conformational change. To test this claim, I identified the mobile

residues on the unbound protein partners of Ras:RALGDS domain complex (1LFD,

1.79 Å RMSDBU
45) that showed more than 0.5 Å RMSD when superimposed over

the bound structure. Next, instead of automating the selection of interface residues

on-the-fly in the baseline protocol, I fed the ReplicaDock 2.0 protocol the identity

of these mobile regions. In this version, I restricted the replica-exchange backbone

sampling strategy towards pre-selected mobile residues, thereby implementing a

directed induced-fit mechanism for protein docking.

Fig 2.5: Directed induced-fit improves flexible protein docking performance. (top) (a,b,c)
ReplicaDock 2.0 without directed backbone sampling of putative interfaces i.e. unbiased
moves, finds medium-quality structures (colors : green = high quality, red = moderate quality,
yellow = acceptable quality, gray = incorrect) (bottom) (e,f,g) ReplicaDock 2.0 with directed
backbone sampling of mobile residues improves protein docking and obtains high-quality
structures. (d,h) Comparing with the Ras’ unbound structure (grey) superimposed over the
bound (green), the docked structure loop (blue) has moved closer to the bound state (green)
for the two cases respectively. With directed sampling, it is able to capture the backbone
structure to sub-angstrom accuracy.

To investigate whether directed induced-fit improves the docking performance, I
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evaluated the interface scores, native-like contacts and near-bound backbone confor-

mations. Fig 2.5 compares the directed IF approach (bottom) with the vanilla version

(top), which performs unbiased backbone sampling over putative interface residues.

The results from Fig 2.5A and 2.5E suggest that with directed IF, the protocol is now

able to generate sub-angstrom structures with high-quality CAPRI ranks. In addition,

Fig 2.5B and 2.5F show that it also increases the fraction of native-like contacts at

the interface from an fnat score of roughly 0.6 to 0.8. The most significant difference

is illustrated by the backbone RMSDs of the ligand and receptor chains relative to

the bound structure. With directed sampling, the backbone RMSD values do not

go higher than ⇠0.5 Å away from the bound, starting from the unbound (Fig 2.5G),

whereas the unbiased case samples extensive conformation space away from both

bound and unbound (Fig 2.5C).

Finally, to give a structural perspective, Fig 2.5D and 2.5H show a cartoon-model

representation of the unbound and model structure superimposed over the bound

structure. With directed induced-fit, the flexible loop retraces an orientation similar

to the bound structure. The protocol similarly identified high or medium-quality

structures for 15 flexible test targets. Thus, if the flexible residue set could be better

identified from the unbound structure, ReplicaDock 2.0 could improve docking

further for flexible targets.

2.4 Discussion and conclusions

In this work, I built on advances in T-REMC methods to develop a docking protocol

that mimics induced-fit motion and effectively predicts protein complex structures
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upon binding. I determined that our IF-based docking protocol, ReplicaDock 2.0, gen-

erates more native-like structures than the state-of-the-art CS-based docking method,

RosettaDock 4.0, on a benchmark set of moderate and difficult targets. This work

highlights two key advances. First, the updated scoring function (MUDS) recog-

nizes native-like interfaces better and penalizes candidate structures with intra/inter-

residue clashes, less frequent conformations or low thermodynamic stability. Second,

ReplicaDock 2.0 augments the conventional REMC approach with backbone sampling.

The protocol explores the ability of an induced-fit approach to manipulate backbone

flexibility on docking by flexing interface residues with Rosetta Backrub30. This

work demonstrates that instead of pre-configuring backbones for protein-docking

(i.e., conformer selection), partner-dependent conformational changes (i.e.,induced-fit)

can result in better molecular recognition.

ReplicaDock 2.0 can be employed for both global and local docking simulations. I

demonstrated that the global docking performance of ReplicaDock 2.0 is often better

or at par with one leading global docking method (ClusPro), albeit requiring consider-

ably more compute time. With local docking, ReplicaDock 2.0 consistently produced

higher success rates using a stringent success criteria. I expand the table created by

Marze et al., to compare our results with six other leading docking methods: HAD-

DOCK46, ClusPro34, iATTRACT9, ZDOCK35,47, RosettaDock 3.26 and RosettaDock

4.011. S1 Table compares these docking methods, their results and success metrics

as well as the size of their benchmark set. Analogous to recent blind prediction

challenges, the predictor methods perform with acceptable accuracy for rigid targets,

however, the accuracy exceedingly drops as flexibility increases. ReplicaDock 2.0

improves the accuracy for docking moderate flexible targets to 61%, a significant
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increase over RosettaDock 4.0 (49%). On difficult targets, the improvement is still

limited at 35%, a meager increase over RosettaDock 4.0 (31%). To the best of my

knowledge, I present the first instance of a protein docking algorithm attaining ⇠60%

success rate on moderately flexible targets (1.2 Å < RMSDBU < 2.2 Å).

As ReplicaDock 2.0 is restricted to backbone sampling at putative interfaces,

it fails to accommodate off-site conformational changes, for e.g., co-evolutionary

residues triggering off-site domain motions or maintaining a fold in the tertiary

protein structure. By directing backbone torsional sampling over known mobile

residues, I observed that ReplicaDock 2.0 protocol substantially improves the quality

and accuracy of docking predictions. Thus, for blind targets, if I could identify poten-

tially flexible residues from homologous structures or from AlphaFold’s confidence

metrics, such as predicted LDDT Ca score (pLDDT) or predicted TM Score (pTM)40,41,

ReplicaDock 2.0 could be guided to allow targeted flexibility. I anticipate that by

improving the ability to predict intrinsic flexibility of residues, T-REMC docking with

ReplicaDock 2.0 has potential to make even larger strides in flexible-backbone protein

docking.

Despite the improvement in docking performance, ReplicaDock 2.0 brings lim-

ited computational speed-up. Currently, ReplicaDock 2.0 generates local docking

structures in 30-60% less time than RosettaDock 4.0. Yet, the high compute time is a

caveat of the protocol, particularly for larger complexes, or complexes with higher in-

teracting residues. As opposed to embarrassingly parallel approaches that can utilize

higher compute power for a similar time-frame, ReplicaDock 2.0 requires 8-72 hrs

on 24 processors for a docking simulation. Although this is computational efficient

over conformer-selection methods, such as RosettaDock 4.0 or MD simulations, by
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increasing sampling trajectories and utilizing multiple processors, I could improve

run times without compromising on backbone sampling.

Binding-induced conformational changes, and backbone flexibility at large, has

long confounded protein-docking algorithms2,48. Protein-protein docking with back-

bone flexibility via induced-fit for moderate to large-scale motions has not yet been

reported. ReplicaDock 2.0 mimics induced fit by moving the backbone in conjunction

with docking - for the first time - to consistently reach motions beyond 1 Å in the back-

bone during protein binding. By improving the understanding of protein interactions

and the molecular recognition process, I could determine structures that are yet to be

experimentally validated e.g., SERCA-PLB transmembrane complex critical for car-

diac function49, and explore potential association pathways, such as the translocation

of protein antibiotics (e.g., colicins) through cellular nutrient transporters2. Insights

into protein docking and binding interfaces have enabled successful computational

designs such as symmetrical oligomers for self-assembling nanocages50,51 and or-

thogonal designs of cytokine-receptor complexes52. Capturing larger conformational

changes will eventually impact the ability to design proteins with complex functions.

Looking ahead, I anticipate that capturing the dynamic behaviour of proteins in dock-

ing will guide molecular engineering and de novo interface modelling to develop

functional protein interfaces for biology, medicine and engineering.
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2.5 Methods

2.5.1 Energy Function

2.5.1.1 Low-Resolution energy function

The low-resolution mode of the docking protocol utilizes score function built upon

the existing six-dimensional, residue-pair transform dependent energy function,

called the motif_dock_score
11. To evaluate backbone sampling and penalize poor

backbone conformations, I combine the motif_dock_score with energy terms that

account for protein backbone dihedral conformations and torsion angles, such as

rama_prepro (to evaluate backbone F and Y angles), omega (to account for omega

torsion corresponding to rotation about the C-N atoms), p_aa_pp ( a knowledge-

based score term that observes the propensity of an amino acid relative to the other

amino acids)33. To account for inter- and intra-molecular clashes owing to on-the-fly

backbone sampling, I also utilize a clash penalty based on atom-pair interactions (

i.e. Van der Waals attractive and repulsive interactions). The updated score function,

called Motif Updated Dock Score (MUDS), serves as the energy function for the

low-resolution docking stage in ReplicaDock 2.0.

EMUDS = Emotif�dock + ELJrepulsive + ELJattractive + Ebackbone�statistics

2.5.1.2 All-atom energy function

To refine the docked outputs obtained from low-resolution docking, I use the standard

all-atomistic energy function in Rosetta, called ref_2015 an energy function based on

physical, empirical, statistical and knowledge-based score terms33.
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2.5.2 Generation of initial conformations

The docking challenge can be categorized dependent on two scopes, namely, (1)

Global docking, where there is no a priori knowledge about protein binding, and (2)

Local docking, where I have limited information about the binding regions. Global

docking challenges are blind protein docking challenges involving prediction of the

potential binding sites or orientations. After identifying potential binding regions,

local docking aims to narrow down the scope to a localized region of protein to

predict the conformations of complexes with better confidence. ReplicaDock2.0 can

be applied for both global docking and local docking. For a global docking search,

the initial unbound conformations of the binding partners constitute the starting pose

(structural model). To generate this starting pose, I randomize the initial orientation

of the protein partners (unbound monomers prepacked with Rosetta FastRelax) with

the Rosetta option randomize1, randomize2 and spin (details in the sample XML

script). This orients a binding partner (say ligand), at a random orientation around

the other binding partner (say receptor), resulting in a blind global docking set-up.

For local docking simulations, wherein the binding site or patch on the binding

partners is known, I start by superimposing the unbound monomer structures over

the bound structure. Then, I move the unbound monomers 15 Å away from each

other with a 45�) rotation to the ligand (smaller monomer) with respect to the receptor.

This serves as the input structure to the ReplicaDock 2.0 protocol. For each trajectory,

a Gaussian random 1 Å and 1� perturbation provides slightly different starting

states. I have observed that higher temperature replicas often result in much broader

exploration of the protein surface. The experimental bound structure is passed to the

protocol as the native structure, and is employed as the reference for calculating the
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RMSDs. Further details about the protocols, command lines and scripts are reported

in the S1 Text.

2.5.3 ReplicaDock 2.0 protocol

To sample binding-induced conformational changes during docking, I employed a

temperature Replica-exchange MC protocol with backbone conformational sampling

in ReplicaDock 2.0. Backbone conformations are sampled with Rosetta Backrub30.

Amongst the putative interface residues, two terminal residues for each contiguous

fragment on the interface are chosen as pivots and backbone dihedral angles are

sampled for the residues in between, thereby providing a restrictive IF-like motion.

We scale temperature across three replicas with inverse temperatures set to 1.5-1

kcal�1.mol, 3�1 kcal�1.mol and 5�1 kcal�1.mol, respectively. Replica exchange swaps

are attempted every 1,000 MC steps and candidate structures are stored after every

successful swap. An exchange attempt is successful if the Metropolis criterion is

obeyed as stated below:

Pi < min

8
<

:1,
exp

⇣
�Ej
kBTi

�
�Ei
kBTj

⌘

exp
⇣

�Ei
kBTi

�
�Ej
kBTj

⌘

9
=

;

Here, i and j are the replica-levels across which the swap is performed, E is the

MUDS energy, kB is the Boltzmann’s constant, T is temperature and Pi is the prob-

ability set in Metropolis criterion that needs to be obeyed for acceptance (generally

set to 0.5). Thus, ReplicaDock 2.0 simulations scale the temperatures to modulate the

acceptance of backbone and docking moves, so motions that are penalized heavily at

lower replicas can be accepted at higher replicas, thereby allowing more diversity in

capturing backbone conformations as well as docking orientations. The generated
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candidate structures are further passed to the high-resolution stage for all-atom refine-

ment. The all-atom, high-resolution refinement resolves any side-chain clashes and

penalizes false-positive orientations that the low-resolution score function failed to

penalize. This ensures that the generated output structures are at the lowest possible

energetic state achievable for the attained conformations. For each local docking

simulation, I initiate 8 trajectories, each trajectory spanning over 3 replicas, run for

2.5 x 105 MC steps generating ⇠5,000 candidate structures. For global docking, I run

106-108 MC steps, generating roughly 24,000 candidate structures.

2.5.4 Benchmarking, evaluation and success metrics

Four interface residue selection tests were performed on 12 unbound targets from the

DockGround Benchmark Set29 to optimize the flexibility scope over interface residues,

number of trajectories and MC trials. Dockground Benchmark Set29 classifies protein

targets as rigid (RMSDunbound-bound < 1.2 Å), medium (1.2 Å  RMSDunbound-bound

 2.2 Å) and difficult targets (RMSDunbound-bound � 2.2 Å), depending upon the

conformational change between unbound and bound structures. ReplicaDock 2.0

docking runs were performed on the entire Dockground benchmark set of 44 medium

and 34 difficult targets. I added 10 rigid targets for a final set with 88 targets. As

defined in CAPRI53, I calculated the interface RMSD (I-rms), ligand RMSD (L-rms),

all-atom RMSD(RMSD), Ca RMSD and fraction of native-like contacts ( fnat) against

the bound complex. Further, the results of the docking simulations were evaluated

with the expected N5 metric. N5 denotes the number of near-native decoys in the

five top-scoring structures. A structure is deemed as near-native if the Ca RMSD  5

Å for the low-resolution stage, and if CAPRI rank � 1 for the high resolution stage6.

First, I bootstrapped 1,000 structures, i.e. randomly selected 1,000 structures with
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replacement from the generated candidate structures. Then, by evaluating whether

the five top-scoring structures were near-native, I determined the N5 value. This

procedure was repeated 1,000 times for robustness to obtain the expected value (hN5i).

Successful docking for a target is defined as hN5i� 3.
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2.A Appendix

Here, I show some of the supplementary figures and tables for this work. Additional

figures and table illustrating the entire benchmark set is available online

2.A.1 Supplemental Figures

Fig 2.A.1: Energy distribution of conformations sampled with RosettaDock 4.0 and Repli-
caDock 2.0 (at respective inverse temperatures) for protein target 2CFH
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Fig 2.A.2: Global docking performance. Interface score (REU) vs I-rmsd (Å) for each of the
10 benchmark targets, arranged by target difficulty. ReplicaDock 2.0 decoys colored in gray
and ClusPro models, relaxed with Rosetta and scored with MUDS, highlighted in red.
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Fig 2.A.3: Interface residue selections (in magenta) highlighted over a protein target (Receptor,
in green and ligand, in blue). The four residues selections are as follows: (1) 5.5 interface patch,
(2) 8 interface patch (3) 5.5 interface patch + loops, (4) 8 interface patch + loops. Note that,
we also performed a test set by including all the residues of the protein for backbone sampling,
however, with T-REMC, such simulations resulted in distortion of the protein quaternary
structure (i.e. resulted in protein unfolding). Therefore, we chose to exclude that test.
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Fig 2.A.4: Performance of updated motif_dock_score MUDS versus Ca-RMSD(Å) plots for
RosettaDock 4.0 and ReplicaDock 2.0 for two sets of residue selections in the low-resolution
stage. Mobile residues sets are as follows: (left) 8 interface patch, and (right) 8 interface patch
+ loops. Candidate structures are colored by the CAPRI quality post all-atom refinement
(colors : green = high quality, red = moderate quality, yellow = acceptable quality, gray =
incorrect).

Fig 2.A.5: Compute time comparison between ReplicaDock2.0 and RosettaDock4.0. Scaling
of docking simulations on Rockfish Cluster for protein docking targets from the DB5.5 with
respect to the number of residues (log-scale).
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2.A.2 Supplemental Tables

Table 2.A.1: Performance of RosettaDock 4.0 vs. ReplicaDock 2.0 across an 88-target
benchmark set. 5,000 decoys were generated by each protocol for each target. Bootstrapped
N5 values (plus standard deviations), both after the low-resolution phase and after the full
protocol, are listed for each target. Success is defined as hN5i� 3 for the N5 metrics
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Chapter 3

Coupling resolutions for enhanced
sampling

This work was performed in collaboration with Prof. Dr. Martin Zacharias,
Technical University of Munich, and was partly funded by the Deutscher

Akademischer Austauschdienst (DAAD) research fellowship.

3.1 Overview

Protein-protein interactions (PPIs) are involved in almost all biological processes in

human health and disease. Understanding the structure of a protein complex and

the associated dynamics can reveal biological mechanisms and suggest intervention

strategies. However, modeling biologically relevant protein association at feasible

time scales is challenging. To overcome these limitations, I introduce a new enhanced

sampling algorithm, called ‘resolution replica exchange’ (ResEx). The ResEx algo-

rithm improves canonical sampling over rugged, atomistic energy landscapes by

swapping conformations between the coarse-grained (CG) and all-atom (AA) states.

I apply this algorithm to improve sampling in flexible backbone protein docking. To

capture large-scale conformational changes, my ResEx docking strategy mimics the
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induced-fit mechanism of protein binding and samples backbone moves on-the-fly. I

demonstrate the performance of my method on a small benchmark set of nine protein

targets with moderate to high flexibility (unbound to bound RMSD over 0.8 Å up to

4.2 Å). Moreover, this advanced simulation approach leverages the computational ad-

vantages of coarse-graining and requires 200-250 CPU hours for a docking simulation

(depending on protein sizes), which is efficient compared to molecular dynamics-

based approaches. With this work, we show that a CG/AA exchange scheme with

conformational sampling shows substantial promise towards quantitative and quali-

tative modeling of protein complex structures and their dynamic interactions. The

proposed algorithm paves the way towards challenging applications in enhanced

sampling of biomolecular systems, employing coarse-grained models for capturing

conformations without compromising on the accuracy of the all-atomistic models.

3.2 Introduction

The protein conformational energy landscape is extensive and rugged. Modeling

protein landscapes and understanding the dynamics of interacting proteins over

physically relevant timescales and with feasible computational resources has been

a major hurdle in biomolecular simulations.1 As the conformational space grows

exponentially with the system size, ergodic sampling of probable conformational

ensembles is challenging. To address this limitation, approaches such as simulated

annealing, replica exchange2, umbrella-sampling3, and metadynamics4 have aimed at

enhancing sampling while preserving detailed balance. Alternatively, coarse-grained

approaches circumvent the exploration challenge by smoothening the protein energy

landscape by reducing the number of degrees of freedom (DOFs) of the biomolecular
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system.5 As opposed to all-atom (AA) simulations, coarse-grained (CG) simulations

introduce approximations both structurally (centroid representation for side-chains)

and physically (simplified energy functions), speeding up simulations by several

orders of magnitude. However, these approximations and simplifications of protein

biophysics can reduce accuracy and skewed searches in false-positive local minima.

Prior work has demonstrated the benefits of combining CG and AA systems for

faster, robust exploration of protein surfaces. Utilizing reduced-protein and centroid

models, softwares such as ATTRACT6 and RosettaDock7,8 have equipped CG modes

with AA refinement for improved protein docking. and van Gunsteren9 and Kar and

Feig10 have demonstrated the utility of combining force-fields for Hamiltonian replica

exchanges (for e.g., by combining CHARMM and coarse-grained PRIMO force-fields).

On similar lines, Lyman et al. have coupled the AA and CG resolutions for replica

exchange and tested this strategy on smaller peptide and butane systems.11,12 This

approach, named as "resolution exchange"11, extends the replica exchange principle

and swaps coordinate representations instead of temperatures or parameters of a

hamiltonian. The simplicity of the ResEx strategy lies in the application of a faster, less-

accurate scoring mode to accelerate sampling to improve conformational diversity

and exploration. Early work with ResEx focused on two replicas only, CG and

AA, with later studies introducing incremental coarsening to model intermediate

replicas.13,14 Extrapolating these studies to large protein systems is challenging owing

to two primary reasons:

1. With increasing system size, the distinction between CG and AA population

distributions increases rapidly, nullifying the exchange acceptance rate to 0
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2. Adding more replicas to bridge between the CG and AA modes is difficult. Stud-

ies have attempted incremental coarsening (i.e. coarse-graining domains and

sections of a protein system) to generated intermediate resolutions. However,

such resolutions necessitate the development of energy potentials to character-

ize them.

In this work, I build on prior knowledge of ResEx methods and tackle their

limitations to develop a resolution replica exchange strategy for protein docking.

First, I discuss our hypothesis and methodological approach to implement resolution

exchange. I develop a mixed resolution approach to emulate the intermediate resolu-

tions in a way that overcomes prior challenges with incremental coarsening. Then, I

discuss the applicability of these methods into a protein docking strategy that mimics

induced-fit mechanism of protein binding. Finally, I test our strategy on a small set of

flexible protein targets from the Dockground Benchmark Set 5.5.15 With this work, I

provide a proof-of-principle to the resolution exchange strategy for protein docking

and extending its application towards multi-scale modeling of biomolecular systems.

3.3 Theory

3.3.1 Resolutions and score-functions in biomolecular modeling

Conventionally, two types of representations (resolutions) are employed to simulate

biomolecules: all-atom (AA) and coarse-grained (CG).16 All-atom models represent

biomolecules in atomistic detail (with explicit or implicit solvent) and have demon-

strated their utility in evaluating thermodynamic and kinetic properties.17 However,

explicit all-atom simulations are limited by their longer simulation times and re-

main computationally intractable for simulating biologically relevant events or large
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assemblies. Coarse-grained models, on the other hand, circumvent this issue by

reducing the number of degrees of freedom to represent a biomolecular system and

by smoothening the rugged energy landscape. For proteins, coarse-graining often in-

volves replacing the side-chain atoms (or fraction of side-chain atoms) with a singular

atom capturing the characteristics of the amino acid side-chain while simplifying the

backbone heavy atom representation. Some examples of CG representations include

the UNRES (united residue) model18, CABS model19 (representing only Ca and Cb

atoms with the side-chain as a singular atom), the ATTRACT reduced protein model6

(three pseudo-atoms representing each amino acid residue), and the Rosetta centroid

model20 (representing the amino-acid side-chain except the Cb with a CEN atom with

all backbone heavy atoms). In all, CG models have improved computational efficiency,

however the approximations of coarse-graining come at the cost of accuracy.1

Within Rosetta21, the high-resolution (AA model) and the low-resolution (CG

model) stage are often equipped for biomolecular simulations, especially protein dock-

ing.22 The low-resolution (CG, denoted as Rosetta centroid) samples in the smoothed

protein energy landscape to obtain putative encounter complexes and the high-

resolution (AA) stage refines these structures to sample in the local minima. With

different resolutions, one needs calibrated energy functions for each stage to evaluate

each sampled decoy. Similar to CHARMM23 and MARTINI24 force-fields for all-atom

and coarse-grained representations in molecular dynamics simulations, Rosetta simu-

lations employ force-fields for scalability throughout the different resolutions. For

all-atom simulations, the Rosetta energy function (ref201525) is the gold-standard.

It comprises of physic-based, empirical, statistical and knowledge-based terms. For

coarse-grained simulations, multiple versions of the centroid representations are
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available. Earlier versions employed a score-term that captured sequence-dependent

one-body and two-body interactions (solvation, electrostatics) and also sequence-

independent terms to capture steric repulsions and excluded volume. Protein docking

in low-resolution employed a subset of these terms, with the sequence-dependent

terms. As conventional docking protocols were rigid-body (no backbone motions,

only 6 degrees of freedom to sample), the interface energy (analogous to binding

free energy) was evaluated over interchain contacts i.e. interface residues. By eval-

uating energies on interfaces, centroid docking in Rosetta was reportedly faster and

efficient for sampling in the protein landscape as opposed to CG versions in molecu-

lar dynamics (or alternative explicit solvent approaches).7,22 Recent updates to the

low-resolution score-function involved development of motif_dock_score26, a six-

dimensional motif-based residue transform score for fast, coarse-grained searches.

Our recent work27 demonstrated its application for induced-fit docking (rigid body

with backbone moves) in Rosetta.

3.3.2 Resolution replica exchange method

Similar to replica exchange that employs a ladder of replicas with variable tempera-

tures or Hamiltonians and swaps their parameters, one can also perform exchanges of

configurational coordinates. Resolution replica exchange (ResEx) stems from this hy-

pothesis as a method to exchange low-resolution states with high-resolution states.11

The general idea in temperature or Hamiltonian replica exchanges is that higher repli-

cas (say higher temperature or a lower-penalty potential function) have lower energy

barriers to overcome between local energy minima. Extending the same principle to

resolutions, a low-resolution (CG) energy landscape of a protein system approximates

to a smoothed version of the rugged high-resolution (AA) landscape. Exchanges
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between these replicas would follow the principle of conventional replica exchange

strategies and lead to better spatial and conformational sampling. In the upcoming

sections, I will validate this hypothesis and set the stage for our ResEx strategy.

Figure 3.1: Protein representations in biomolecular simulations. All-atom and centroid
representations in Rosetta. Each protein pose can be represented by a set of configurational
coordinates, say functions f and x, such that f represents the backbone coordinates for a
protein pose and x represents the side-chain coordinates.

With temperature replica exchange, backbone conformations are sampled, how-

ever many irrelevant states are sampled in higher temperature replicas. Extensively

capturing backbone orientations in higher temperature replicas often skews the search

in false positive funnels and evades native-like conformations. Hamiltonian replica

exchange modifies the energy function across replicas and focuses on a relevant

degree of freedom of the system (whereas temperature affects all atoms) and can

serve as an efficient strategy to escape entrapment in irrelevant binding states. This,

however, limits its utility in capturing larger conformational changes. ResEx is a

promising strategy in this regard as the configurational coordinates affect the entirety

of the system and can lead to better conformational sampling in low resolution; while

the high-resolution would penalize entrapment in false-positive minima.

Prior studies have attempted to employ resolution exchange approaches for
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biomolecular simulations, particularly on toy systems with peptides.12,14 This high-

lights the utility of this strategy, however, brings forth challenges that have limited the

extension of ResEx to large-scale biomolecular simulations. An important limitation

of ResEx is that to swap resolutions between two replicas, there should be an overlap

between sampled distributions. As system size increases, the energy landscape for

AA and CG modes change drastically and can be distinct enough to prevent any

exchange between replicas. Some studies have reported incremental coarsening strate-

gies where regions of a molecule are coarsened.13 This brings us to the next challenge,

the incremental coarsening or intermediate resolutions would require robust energy

functions to evaluate the generated distributions. So, for every intermediate replica,

along with the configurational state (resolution), elucidating an energy function is

a must. With this work, we address these challenges and extrapolate the resolution

exchange strategy for protein-protein docking.

3.4 Results

3.4.1 Exchanging configurations between CG and AA modes: a feasible
strategy for better sampling and efficient scoring

The hypothesis of resolution exchange is that it allows better conformational sampling

while escaping false-positive mimima. To validate this hypothesis, demonstrating the

benefits of low and high resolution stages is paramount. Here, I asked two questions,

specifically:

1. Which resolution successfully penalizes false-positive (non-native) interfaces?

2. Which resolution samples more diverse backbone structures?

To answer the first question, I performed global rigid-body docking on protein

64



target28 with the all-atom (ref201525) and centroid (motif_dock_score26) energy

functions respectively. This task aimed at sampling orientations across the protein

partners and identifying which mode can capture native-like funnels. Figure 3.2.A

shows the initial configuration for the global rigid-body docking with the results. In

this representative case, the all-atom score function efficiently discriminates false-

positive funnels and samples in the near-native region, whereas the centroid sampling

is led askew to a non-native site. The all-atom score function, thus, is a better evaluator

for discriminating native structures. Next, to answer which phase samples diverse

backbone structures, I simplified the degrees of freedom of the problem to focus on

backbone sampling. Instead of initiating docking from a random spatial orientation, I

superimposed the unbound structures over the native, and initiated docking with

backbone moves. The initial configuration is illustrated in 3.2.B and highlighted in

red in the funnel plots. This narrows down the search space and allows the protocol

to focus exclusively on sampling backbone structures. In the right panel, I compare

interface RMSD with the ligand Ca RMSD (for comparison, the native ligandblue has

a flexible loop region). All-atom mode samples backbones closer to the unbound

template and the diversity of backbones captured is fairly minimal (under 1 Å). On

the other hand, centroid sampling of the backbone samples sub-Angstrom RMSDs

(both interface and ligand Ca) with a range over 5 Å Lig Ca-RMSD. The lower energy

barriers in the centroid phase allows the protocol to accept backbone moves which

would otherwise be rejected in all-atom mode owing to backbone/sidechain clashes.

CG mode, thus, captures better backbone moves. This validates our initial hypothesis

and provides a proof-of-concept for the ResEx strategy.
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Figure 3.2: Features of low- and high-resolution score-functions. (A) Which energy function
discriminates native-like structures? Starting from the docking decoy (highlighted in green-
blue), global rigid-body docking of the protein partners was initiated with all-atom and coarse-
grained score-functions (ref2015 and updated motif_dock_score respectively). Interface
score (REU) is compared against RMSD (Å) for sampled decoys with the starting unbound
decoy highlighted in red. (B) Which energy function samples diverse backbones? Starting from
the unbound protein partners superimposed over the bound, I initiate docking simulations
with rigid-body and backbone moves. Interface RMSD (Å) v/s ligand Ca RMSD (Å) for the
sampled decoys shows that centroid score-function allows for diverse backbone sampling.
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3.4.2 Mathematical foundations of resolution exchange

By choosing a subset of coordinates from the all-atom model that could be trans-

formed to make the entire subset of coordinates for the coarse-grained model, ResEx

could swap between resolutions (Figure 3.1). Say we have two independent and

parallel simulations of a protein system (protein-protein docking simulations), one in

low-resolution and other in high-resolution represented by distributions (of conforma-

tions) pCG and pAA respectively. The distributions for both the phases are dependent

on temperature (T), parameter(k) of the potential function (U), a set of coordinates

representing the backbone heavy atoms(f), and a set of coordinates representing the

side-chain atoms (x). So, any sampled distribution pi can be represented as follows:

pi(fi, xi; Ti; ki) =
1
Zi

⇥ exp

�U(fi, xi; ki)

kBTi

�
(3.1)

Here, Z is the partition function and kBT is the product of Boltzmann constant with

temperature. For temperature replica exchange, the set of configuration coordinates

(f, x) and potential function parameter (k) is constant and T is swapped; whereas a

swap between the parameters (k) results in Hamiltonian replica exchange.

In ResEx, for independent simulations pCG and pAA, with a potential function UCG

and UAA defined for the CG and AA phases respectively, one performs exchanges by

swapping the backbone coordinate subset (f). Swapping from AA to CG is easier

as side-chains could be easily mapped to a single atom representation. However,

CG to AA involves swapping f and building the side-chain subset (x) from the

new backbone coordinates and that might require side-chain packing/minimization

disobeying detailed balance. For independent simulations with observed detailed

balance, the exchange acceptance probability (P) would be defined by the Metropolis
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criterion:

P < min


1,
pAA(fb, xb) pCG(fa)
pAA(fa, xa) pCG(fb)

�
(3.2)

This demonstrates how conventional replica exchange could be extended to perform

resolution exchange simulations by splitting configurational coordinates into all-atom

and coarse-grained resolutions.

3.4.2.1 Coupling resolutions

One of the major hurdles in implementing a successful ResEx protocol is to generate

replicas at intermediate levels of resolutions. This would ensure that the sampled

distributions by these intermediate replicas would overlap, allowing a significant

probability of exchanges while sampling from AA to CG stages. Unlike prior work

that employed incremental coarsening, here I developed a mixed resolution strategy.

For each replica, we define an all-atom ‘pose’ and a centroid ‘dual’ such that all moves

performed on the all-atom pose are replicated on the centroid dual. Essentially, the

dual serves as a centroid deep-copy of the pose. Then, I attribute the replicas with a

tuning parameter l and define the energy potential for a replica to be derived from

the AA pose and the CG dual:

Umix = l UCG + (1 � l) UAA (3.3)

By performing this operation, we switch the resolution exchange to a Hamiltonian

exchange task, where instead of the energy potentials focusing on specific subsets of

the proteins, as in prior work, it derives energy from each AA and CG configuration.

The tuning parameter is adjusted from 0 to 1 allowing transition from a completely AA

stage to a completely CG stage. The Metropolis criterion now changes dependent on
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Figure 3.3: Resolution exchange method. (A) Schematic illustration of conventional resolu-
tion exchange method with two replicas, an all-atom (AA) replica and a coarse-grained (CG)
replica. The distributions are represented by p and the Metropolis Criterion for exchanges
with the two replicas are determined as shown by the equation. (B) Schematic illustration of
our updated mixed resolution strategy that uses a mixed energy potential (E). Here, multiple
replicas can be initiated and the exchange between two replicas i and j is dependent based
on the energy contributions of the CG and AA phases to respective replicas. The Metropolis
Criterion for our ResEx strategy is stated in the equation.
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the tuning parameter l between two replicas i and j so that the acceptance probability

of an exchange is (Figure 3.3):

P < min

8
><

>:
1,

exp
h
�E

lj (fa, xa)
kBT �

�E
li (fb, xb)

kBT

i

exp
h
�E

li (fa, xa)
kBT �

�E
lj (fb, xb)

kBT

i

9
>=

>;
(3.4)

This is illustrated in Figure 3.3. Further, in our MC simulation, to ensure that all

moves implemented within the replica are equipped with the mixed potential, I

created a MixedMonteCarlo mover that utilizes the pose, the dual, and the tuning

parameter of the replica to evaluate MC moves. This approach of mixed resolutions

allows us to implement multiple replicas enabling a smooth transition between CG

and AA modes.

3.4.3 Mixed resolution energy distributions overlap allowing successful
MC exchanges

To evaluate the efficiency of this mixed resolution approach, I next tested the energy

landscapes of the replicas to check whether there is an overlap to exchange conforma-

tions with its neighbours. Higher exchange rates would be possible if the distribution

of the sampled decoys overlap with each other. To determine the energy distributions,

I simulated docking on protein target 1LFD28 with 20 independent replicas. Each

of the 20 replicas used a fixed tuning parameter for the entire simulation. Here, the

aim was to assess if the energy landscape sampled independently by these replicas

overlap with the adjacent replicas.

Figure 3.4 compares the probability densities of the replicas. While the pure CG

and AA landscapes are relatively distinct, the intermediate replicas connect the land-

scapes surprisingly well. An interesting aspect of the distributions is highlighted at
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the tail end of the AA replicas (darker shades). Most of the near-AA replicas overlap ex-

ceedingly well, with roughly 70-80% overlap (area under the distribution). However,

as we start to move towards the CG replicas, the overlapped area in the distributions

decrease. The incremental coarse-graining is demonstrated by broader distributions

at the CG tail ends (lighter shades). Thus, although the mixed resolution replicas have

overlapping landscapes, the overlap varies. Instead of setting equal increments to

tuning factors (i.e. l from 0 to 1 with 0.05 increments), one might create more diversity

by modulating the increments such that there are larger increments in l on the AA

end of the replicas and smaller increments near the CG end. This, however, is out of

scope of this study and will be discussed in our future work.

Figure 3.4: Energy landscape of mixed resolution replicas (left) Simulation scheme to gener-
ate parallel trajectories with the fixed tuning parameters. (right) Sampling distribution of the
energy landscape obtained from each replica with fixed tuning parameter. Probability density
(y-axis) against the Rosetta Total Energy (REU) for each replica with colors highlighting CG
replicas (lighter shade) to AA replicas (darker shade).
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3.4.4 Resolution exchange swaps configurations for enhanced sampling

Building on prior knowledge, I developed ResEx for protein-protein docking (Figure

3.5). The ResEx protocol starts from an initial, randomly oriented docking structure.

This input pose is then split into a AA pose and a deep-copy is stored in centroid

representation as a dual. Both the pose and dual are passed to 20 parallel replicas

with tuning parameter l extending from 0 (completely AA) to 1 (completely CG).

The tuning parameter determines resolutions of the intermediate replicas to calculate

the net energy potential for exchanges. Each replica undergoes 1,000 MC trials of

rigid-body, backbone (Rosetta Backrub29 and BalancedKIC30), and side-chain moves

are performed with 2:1:1 probability of sampling. After 1,000 MC trials, a swap

is attempted between neighbouring replicas, i.e. for replica i, a swap is attempted

either with the preceding (i � 1) or following (i + 1) replicas. I interpret that higher

replicas with low resolution (CG) will accept backbone moves that would otherwise

be rejected at lower replicas with high resolution (AA). Further, lower replicas will

penalize sticky sites at non-native interfaces. For successful simulations, 106 � 107

MC steps are necessary and could generate up to 20,000 structures per protein targets.

These structures can be clustered and refined to obtain the top-performing decoys

with compact interfaces.

3.4.5 Centroid replicas capture large-scale conformational changes while
all-atom replicas prevent entrapment in false positive sticky sites

Each replica performs both rigid-body and backbone moves. I wanted to investigate

if the replicas show a propensity towards specific type of move based on the score-

function. To test this, I obtained the statistics of the trials and extracted the acceptance

rates for the rigid-body moves and the backbone moves. Figure 3.6 shows the
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Figure 3.5: Overview of the ResEx docking protocol Caption follows on next page
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Figure 3.5: Starting from the initial docking pose, the incoming pose is split to an all-atom pose
and a centroid dual (a). The pose and dual is passed along to 20 replicas with tuning parameter,
l, ranging from 0 to 1. The mixed energy potential is detemrined and used for exchanges
(b). Each replica performs rigid body moves (rotation-translation), backbone moves (Rosetta
backrub and balancedKIC), and side-chain moves for each MC trial, followed by exchange
between replicas after every 1000th MC trials. For every exchange the Metropolis Criterion
was used determining acceptance probabilities. A single trajectory with 20 replicas for 106-107

MC trial steps and produces ⇡20,000 candidate structures. Lastly, all produced structures
undergo an all-atom refinement comprising of side-chain packing, smaller rigid-body moves
and energy minimization to output final docked structures.

acceptance rates of the moves across the replicas. For rigid-body moves, the near-

AA replicas have higher acceptance rates, but the rates drop to less than 0.1 for

near-CG replicas (top-left). Intuitively this would imply that CG replicas are stuck

in a minima of the protein energy landscape and the rigid-body moves performed

are not large enough to escape the minima. To assess this hypothesis, I plotted the

evolution of Lig-RMSD of the two replicas (marked a and b denoting near-AA and

near-CG replicas respectively) across time while comparing it to the ligand RMSD.

The near-AA replica (blue) observes a noisy pattern with lig-RMSD varying in a range

of roughly 10 Å, consistent with the statistics of rigid-body acceptance rate (being

higher for the near-AA replica). On the other hand, the near-CG replica (yellow)

shows a step-like evolution over time i.e. there are broad regions with hardly any

perturbations in lig-RMSD, implying that the protein partner is stuck at a binding

site with lower acceptance rate of rigid moves. Thus, in these resolution exchange

simulations, near-AA replicas can escape from sticky sites on protein surfaces, but

CG replicas do not.

I next evaluated the acceptance rates for the backbone moves. As evident from

the backbone moves acceptance rate increase dramatically from AA to CG replicas,

consistent with the efficient low-resolution sampling of backbones (as demonstrated
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Figure 3.6: Trial statistics for rigid and backbone moves (top) MC acceptance rates across
replicas for rigid-body moves and backbone moves respectively. Two replicas from rigid-body
plot (a: near-AA replica, and b: near-CG replica) were used to determine the evolution across
lig-RMSD. (bottom) Lig-RMSD (Å) against CPU wallclock time (secs) demonstrates the two
replicas.
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in Figure 3.6). Further, it suggests that the near-CG replicas in non-native sites allow

induced-fit backbone moves to improve the energetics of relatively poor interfaces

and thereby biasing the search in a potentially false local minima. Thus in ResEx,

near-AA replicas penalize non-native interfaces while near-CG replicas aggressively

sample backbones for conformational diversity.

3.4.6 ResEx demonstrates improved performance over prior docking tech-
niques

Next, I tested the ResEx strategy for protein docking was tested on a small benchmark

set of 9 protein targets spanning rigid(1), medium(4), and difficult(4) categories of

flexibility. For each of the targets, I initiated global docking simulations with ResEx

as illustrated in Figure 3.5. For all the protein targets, the evolution of the sampled

decoys in terms of interface score (I_sc) and interface-RMSD (Irms) is showcased in

Figure 3.7. Each sampled decoy is refined, with lower (AA) replicas highlighted in

darker shades and higher (CG) replicas highlighted in lighter shades. For most of the

targets, by sampling in the global protein energy landscape, the protocol identifies an

energy funnel to the near-native interface. Further, most of the local minima created in

the plots are originating from the near-CG replicas, highlight the impact of induced-fit

owing to better backbone sampling in low resolutions.

To obtain a quantitative trend, I next compared the interface RMSD (Irms) and frac-

tion of the native-like contacts ( fnat) across the protein targets with ReplicaDock2.027

and RosettaDock4.031, our prior methods for protein-protein docking. Figure 3.7

shows the results for the targets arranged in an increasing order of flexibility. In 8

out of 9 cases, ResEx docking predictions have lower interface RMS than the other

methods. More importantly, the fraction of native-like contacts captured demonstrate
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Figure 3.7: Benchmarking protein targets Scatter plot of interface score(REU) and interface-
RMSD(Å) for the nine benchmark targets. Each sampled decoy is colored based on the replica
it is derived from. Flexibility increases from top to bottom.
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that we successfully recapitulate the native-like interface. These are promising results

and highlight the efficacy of ResEx as a new sampling strategy for protein-protein

docking.

Figure 3.8: Evaluation metrics for the benchmark targets. Interface RMSD (Irms) and fraction
of native-like contacts ( fnat) for 9 benchmark protein targets. Comparisons are made against
our prior work involving ReplicaDock2 and RosettaDock4.
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3.5 Discussion and conclusions

In this work, I presented a novel replica exchange approach that combines coarse-

grained and all-atom resolutions for improved sampling and scoring in protein-

protein docking. The new strategy, resolution exchange (ResEx), is motivated by

the efficiency of CG modes to capture better backbones and AA modes to robustly

evaluate protein interfaces. Our mixed resolution strategy employs an energy function

combined from CG and AA energy functions, modulated via a tuning parameter,

to generate intermediate resolutions. Unlike prior methods equipped with only

atomistic and CG resolutions, this strategy successfully utilizes mixed resolutions for

larger protein systems. The results demonstrate that a ResEx strategy with induced-fit

backbone sampling results in better exploration of protein energy landscape and

successfully docks protein partners.

One of the key factors in ResEx is the implementation of the tuning factor, l,

that transforms resolution replica exchange into hamiltonian replica exchange by

manipulating the energy potentials rather than utilizing ideal intermediate resolutions

(partially CG and partially AA). By implementing multiple replicas (20 replicas in

this work), parallel simulation trajectories provided a massive boost to sampling in

the conformational landscape (20,000 structures generated by ResEx as opposed to

6000 by T-REMC replicas). The diffusion of CG and AA models across trajectories

allows exploration of regions that either mode is unable to capture independently

in reasonably short simulation timescales. Similar to our prior temperature-REMC

approach, ReplicaDock2.0, ResEx requires 5-7 hrs on a computational cluster with

24 cores (roughly 120-170 CPU total wallclock hrs) but samples relatively three-fold

more candidate docked structures from each trajectory. For our nine test targets,
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I have found that simulating one trajectory with 20 replicas is optimum to create

sampling diversity while maintaining computational efficiency of the protocol.

Finally, with multiscale methodologies, the goal is to enable simulations of higher-

order assemblies and large, complex biological mechanisms within physically relevant

time scales. ResEx serves as an approach to integrate all-atom and coarse-grained

modes to explore the uncharted regions of the protein energy landscape. This study

provides a proof-of-principle of the application of ResEx to protein docking while

demonstrating that mixed resolutions provide a feasible alternative to completely

AA models. Further, by incorporating temperature as an adjacent ladder across the

replicas, a fused temperature-resolution exchange strategy could be tested. In sum,

the ResEx strategy demonstrates promise in capturing the dynamic behaviour of

protein complexes. Integrating metadynamics and machine learning approaches

with ResEx can be a potential future direction to incorporate dynamics in structure

prediction methods.

3.6 Methods

3.6.1 Resolution exchange (ResEx) algorithm for protein-protein docking

The ResEx algorithm for protein docking employs the mixed resolution strategy

described prior with the MixedMonteCarlo mover in Rosetta. I built ResEx over the

temperature replica exchange MC protocol discussed in the last chapter such that

majority of the movers for exchange are inherited from the ThermodynamicMover

parent class in Rosetta for canonical sampling with detailed balance. Starting from an

initial configuration, 20 parallel replicas are simulated with replica exchange swaps

attempted after every 1000 MC steps. The trial steps for the entire simulation are
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pre-determined. For global docking, I found the optimum number of trial steps to be

106 � 107 depending on the size of the protein system. The tuning parameter l is set

to be 0 for the lowest replica (high resolution/AA mode) and 1 for the highest replica

(low resolution/CG mode) with incremental increases of 0.05 to transition from an

AA phase to a CG phase. Exchange attempts are evaluated with the Metropolis

criterion as defined in Equation 3.4. To sample the protein conformational space

within each replica, rigid body rotational (4�) and translation (2 Å) moves, backbone

moves (Rosetta Backrub and BalancedKIC), and side-chain moves are performed

while observing detailed balance. After a successful swap, between replicas i and j,

the poses exchange the tuning parameter. After the ResEx simulation, all generated

structures are refined with side-chain packing and minimization to output docked

decoys.

3.6.2 Benchmark evaluation and metrics

To assess our ResEx strategy, I created a small benchmark comprising of rigid, mod-

erate and flexible targets from the Dockground 5.515 benchmark set. Each docking

simulation was initiated from the unbound monomers with the bound structure as

the reference. As stated in CAPRI32, the performance was evaluated with interface

RMSD (I-rms) and fraction of native-like contacts ( fnat). Further, acceptance rates of

MC moves for every individual replicas were estimated and compare to elucidate

the trends in rigid and backbone moves. Going ahead, I intend to benchmark our

ResEx algorithm on the entire Dockground benchmark set with 245 protein targets

for robust analysis and validation of the protocol.
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Chapter 4

Critical Assessment of Prediction of
Interactions : a global
community-wide intiative for
protein docking

Given the three-dimensional structures of any two proteins, is it possible
to predict whether they will associate, and if so, in what way?

Michael Connolly, 1986

4.1 Overview

The Critical Assessment of PRediction of Interactions (CAPRI) is a community-wide,

global assessment of computational tools to predict biomolecular complexes and

interactions. It serves as a blind challenge to evaluate the performance of state-of-the-

art docking methods, develop innovative strategies, and further our understanding

in improving the computational modeling of protein-protein interactions. Often

linked with CASP (Critical Assessment of Structure Prediction), the sequence-to-

structure prediction challenge, CAPRI primarily differs in its focus towards protein
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assemblies, evaluating protein-protein interfaces and characterizing performance

based on docking metrics. Each CAPRI round brings an esoteric challenge with

protein targets categorized from easy to difficult. Easy targets consist of cases with

available a priori information, either via homologous templates or known binding sites

over protein surfaces. On other hand, difficult targets have no a priori information

available and exhibit higher degree of binding-induced conformational changes.

Throughout my PhD, I have participated in seven CAPRI rounds from 2019-2023

comprising 45 targets (Table 4.1). In this chapter, I highlight several interesting

CAPRI targets and address the major challenges in blind prediction of protein-protein

interactions. I will also discuss the impact of AlphaFold - a deep learning approach

that revolutionized CASP - and its application for the protein docking problem,

thereby setting the premise for the development of a protein docking pipeline in the

chapter ahead.

4.2 Introduction

The advent of high-throughput sequencing has exploded the availability of genomic

data and higher-order definitions of the protein interaction landscapes.1,2 Devel-

opment in structural biology techniques, such as cryo-EM, has further led to the

characterization of three-dimensional (3D) structures of these interacting proteins.

Despite these advances, the 3D structures of protein complexes deposited in the pro-

tein data bank (PDB) are relatively scarce.3 Computational approaches aim to model

these structures and explore the uncharted landscape of protein association. As com-

putational approaches are often assessed on a set of known (published) benchmark

targets, i.e. proteins where both the unbound monomers and the bound complex
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structure are known, CAPRI provides the developers with an opportunity to assess

their tools on blind targets prior to their release to the PDB.4,5 The essentially ‘blind’

assessment in CAPRI has therefore become a gold-standard evaluation of docking

performance, and it has pushed the field forward by highlighting the limitations in

docking algorithms.

Each CAPRI round constitutes of multiple targets with an underlying theme. Prior

rounds were often limited to protein assemblies, but lately challenges have expanded

to include oligosaccharides, nucleic acids, and peptides in association with proteins.5

Every target presents a prediction challenge and a scoring challenge. The predictors

aim to model the protein complex structure by depositing five top models along with

five alternative decoy models. The scorers are then provided with a curated set of all

predicted models (100 from each group, including the top five models) with the task

of discriminating native-like models from the set. On one hand, where predictors

are evaluated on their ability to sample the near-native structure, the scorers are

evaluated on their scoring efficacy. Assessors characterize each predicted model as

high, medium, acceptable or incorrect based on the DockQ score of the model.6 The

DockQ score is comprised of three metrics: the root-mean-square-deviation of the

backbone and side-chain atoms of the interface with reference to the bound interface

(Irms), the root-mean-square-deviation of the backbone atoms of the ligand with

reference to the native ligand when the model is superimposed over the receptor

(Lrms), and the fraction of native-like contacts recovered at the interface ( fnat).

The Gray lab has been a longstanding participant in CAPRI evaluating our Monte-

Carlo minimization (MCM) based docking methods, primarily RosettaDock and

SnugDock.7–13 During my tenure as a Gray lab CAPRI team participant, I fused our
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conventional docking approaches with an exhaustive global docking search and

aggressive backbone sampling (ReplicaDock 2.0).14,15 Rounds 46 through 50 involved

multimeric assemblies with limited structural information about respective domains.

The SARS-Cov2 pandemic in 2020 resulted in the CAPRI initiative to model the

complexes of ACE2-receptor with SARS-Cov2 domains in round 51 and 52. In the

midst of the global pandemic, these rounds presented a real-life scenario benefiting

from computational prediction. Owing to time constraints and our limited expertise in

handling protein-nucleic acid complexes, we did not participate in round 53. Round

54, the latest edition of CAPRI in conjunction with CASP15, presented the docking

challenge in an era post-AlphaFold, with easier availability of monomeric structures16

Here, I examine the nuances over multiple targets, summarize our methodology and

highlight our performance for available assessments.

4.3 AlphaFold2: the disruptive breakthrough in structural
biology

Critical Assessment of protein Structure Prediction (CASP), the ab initio structure pre-

diction challenge, enables the prediction of protein structures from sequences alone.

Over the past few CASPs, many deep learning algorithms exploited structure and

sequence information to improve prediction. CASP14 unveiled one of the disruptive

breakthroughs in structural biology that dramatically changed the field. Google’s

artificial intelligence (AI) subsidiary, Deepmind, presented AlphaFold2 (AF2), a deep

learning architecture trained on all available sequences and structures from the pro-

tein data bank (PDB) to predict protein folding.16 AF2 leveraged physical information

about protein structure along with multiple-sequence alignments to obtain a score

of 90 out of 100 on the Global Distance Test (GDT) assessment metric (Figure 4.1A).
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Figure 4.1: Performance of predictors in protein structure prediction challenges. caption
follows on next page
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Figure 4.1: (A) Median accuracy of predictions in the free modeling category (sequence-to-
structure) for the best team in CASP. AlphaFold made a disruptive breakthrough in CASP14.
CASP15 had Yang server as the best performer. Yang server incorporated AlphaFold with
customized MSAs, resulting in better performance. (B) Distribution of the DockQ score for
the best model submitted by each predictor group for each individual target interface in
rounds 50 (top) and 54 (bottom) (x-axis). DockQ measures acombination of intermolecular
residue-residue contacts, interface RMSD, and ligand RMSD on a scale of 0 (incorrect) to
1(matching the experimental structure). DockQ scores are color-coded by CAPRI model
quality ranking: green, high; red, medium; yellow, acceptable; gray, incorrect. (top) targets
prior to AlphaFold commercial release in 2021.4,5 (bottom) targets in recent CASP15-CAPRI.
AlphaFold was openly accessible to all predictor groups for these targets. Data adapted from
Harmalkar et al.17 and graciously provided by Mark Lensink.

Essentially, AF2 took a protein sequence as an input and generated a protein structure

as an output, highlighting the confidence of each residue via pLDDT (predicted Local

Distance Difference Test) and the overall confidence in prediction via PAE (predicted

alignment error). With an open-access code available for academic and commercial

groups alike, AF2 changed the protein sequence-to-structure space considerably.

Following this release, many groups later employed AF2 for the protein complex

prediction task. This re-utilization of AF2 ranged from adding an gap between chains

in the amino acid sequence being fed to AF2 (i.e. AlphaFold-Gap18,19), or incorporat-

ing a linker by adding glycines between chains20,21, all the way up to feeding paired

multiple-sequence alignments for predicting protein complexes and multimeric as-

semblies.18,22 Owing to these academic developments, Deepmind rushed to release

AlphaFold-multimer19, an updated version of AF2 trained on more than one protein

chains that aimed to improve performance over multimeric inputs. However, the lack

of blind assessments challenged the accuracy of AF2-multimer for predicting protein

assemblies.

The 15th edition of CASP in Summer 2022 thus served as the primary assessment
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of AF2-multimer. Many groups built over AlphaFold’s existing architecture to di-

versify model predictions at inference by tuning dropout23, building better multiple

sequence alignment (MSAs) or defining structural templates24. AF2 models were

no longer the top performers, however, all top performers employed AF2. The joint

CASP15-CAPRI initiative embarked upon the assessment for protein assemblies and

interactions, and although better than earlier CASPs, many challenges of structural

biology remained unsolved (Figure 4.1B). Predictors lacked accuracy in highly flexible

complexes, predicting ensembles of conformations, antibody-antigen complexes, and

large multimeric assemblies. We participated in CASP15 employing AF2 predicted

models as baselines, often refining these structures prior to submission, resulting in a

mediocre performance. However, over the course of the competition and assessment,

I identified that AF2 models, although inaccurate, can reveal underlying information

about flexibility and docking accuracy. With this premise, I will next discuss the

assemblies in CAPRI over the years and lay the foundation for building a docking

pipeline over the progress of AlphaFold.

4.4 Flexibility still hampers docking accuracy

Binding-induced conformational changes have long confounded state-of-the-art dock-

ing algorithms5,17 Prior to my initiation into the Gray lab CAPRI team, predictors

had tackled multiple protein targets with varying degrees of flexibility. Out of the 38

protein-protein targets curated in Figure 4.1B (top panel), predictors achieved high-

quality structures (DockQ � 0.8) for all 23 easy targets. Here, assessors defined ‘easy’

as those with little-to-no backbone motion (unbound-to-bound Ca root mean square

deviation (RMSDUB) of less than 1.5 Å. The remaining 15 targets were categorized
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as ‘difficult’ (RMSDUB over 2.2 Å and/or poor monomer template availability). For

these targets, predictors only achieved acceptable quality in 8 of 15 targets (53%)

and high quality in only 2 (13%). In the post-AlphaFold era, the performance of

predictor groups increased slightly as evident in Figure 4.1B-bottom panel (higher

average dockQ scores across all targets). However, the difficult targets with higher

range of conformational changes had relatively lower improvement in DockQ (53%

acceptable, 26% medium and 6% high-quality predictions for 15 difficult targets),

demonstrating the limitation in capturing the intrinsic flexibility of proteins.

Figure 4.2: Prediction for target T194, a GP2 bacteriophage protein with role in phage
infection. Target T194 represents a homodimer with A2 symmetry. Our model (olive) super-
imposed over AF2 prediction (gray). Starting from the AF2 template, our backbone sampling
and docking routines identified a tighter interface and improved the DockQ score.

The recent CASP15-CAPRI round presented multiple heterodimeric and homod-

imeric complexes with considerable flexibility. For heterodimeric complexes we used

both RosettaDock 4.025, a conformer-selection method, and ReplicaDock 2.015, an

induced-fit method. Since these targets were in the post-AlphaFold era of modeling,
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our initial structural poses were often generated by AlphaFold.16 For conformer-

selection with RosettaDock 4.0, we first produced an ensemble of diverse back-

bone conformations with Rosetta Relax26, Rosetta Backrub27, and anisotropic normal

modes. Then, the structures were docked together with backbone swapping as de-

scribed in Marze et al.25 For induced-fit, we initiated docking from the predicted

binding pose (from AlphaFold16,19) and allowed on-the-fly backbone motions on the

putative interface while docking. Each ReplicaDock local docking simulation spans

multiple trajectories (default is 8) with three temperature replicas per trajectory. The

replicas are set with inverse temperatures, b, of 1.5�1 kcal�1 · mol, 3�1 kcal�1 · mol,

and 5�1 kcal�1 · mol respectively. Replica exchange swaps are attempted every 1,000

MC (Monte Carlo) steps generating 6,000 decoys at a local binding site. Modeling of

symmetric complexes and homodimers was performed with the symmetry frame-

work in our SymDock 2.0 docking protocol.28 SymDock 2.0 incorporates backbone

ensembles and relaxation in high-resolution stage to sample tighter, complementary

interfaces with better packing for symmetric complexes. Figure 4.2 demonstrates

a symmetric homodimeric target of the GP2 bacteriophage protein with a role in

phage replication. Although the native crystal structure is unavailable, I demonstrate

our performance with reference to the AF2 model. Our model results in a medium

CAPRI-quality prediction (DockQ score of 0.77 v/s 0.62 for AF2-multimer). The shift

in orientation of one of the protein partners shows how our docking routines can

capture binding-induced conformational changes and pack a tighter interface.

Conformational changes were of particular interest for targets 182-184 of the

CAPRI COVID-19 open science initiative (Round 51): complexes of SARS-COV-2

viral proteins with human host proteins. These interactions were identified from the

98



Figure 4.3: Prediction for the SARS-CoV-2 NSP8-EXOS8 complex. Available homologous
templates of exosome complex highlight EXOS8 (magenta) in complex with other exosome
subunits (top left, in surface representation). Non-structural protein (NSP)-8 had been crystalized
with NSP7. Our strategy docked these complexes with each other (rigid body roto-translation
with induced-fit backbone moves, with focus on the NSP8-EXOS8 interactions. Highlighted
on the right is the predicted complex for the NSP8-EXOS8 interaction after removing occluded
contacts or potential clashes to other domains/subunits in the exosome. NSP8 has a golf-club
fold and multiple sequence alignments with corresponding coronavirus proteins has revealed
high conservation across the head domain suggesting that it might play an important role in
interactions.29 In our docked decoy, the head domain of the NSP interacts with the EXOS8
domain, which is in agreement with reported studies. The results of this rounds are not
announced yet.
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proteomics study of Gordon et al. and presented potential druggable host proteins.30

Unbound crystal structures of a few viral proteins from SARS (PDB ID: 2GTH31,

2OZK32) and potential templates crystalized for SARS-COV-2 (PDB ID: 6WLC33) high-

lighted conformational changes elevating the complexity of the docking challenge.

Prior studies demonstrated that these targets were integral in the infection pathway

of SARS-COV-2 with the human host proteins, with protein association hypothesized

to occur in a co-dependent fashion.30,34 For example, Target 183 viral protein NSP8

co-existed in complex with NSP729, and the human host protein Exos8 was a subunit

in the eukaryotic exosome, a multisubunit complex responsible for cellular RNA

degradation and processing.35 Due to the potential complexes co-binding together,

wei performed docking simulations for the entire complexes with ReplicaDock while

focusing at the Exos8 protein surface. This aided in eliminating interfaces bound

to other proteins and better elucidating the interaction between the viral protein

and host protein of interest (Figure 4.3). For these targets, we benefited from the

induced-fit backbone moves of ReplicaDock to model the flexible interfacial regions

in the viral protein.

4.5 Multimeric protein targets are difficult to model

Modeling large protein assemblies and multimeric complexes is another intriguing

challenge in structural biology. Over the years, the performance of Rosetta-based

docking tools has improved for symmetric multimers demonstrated with SymDock

2.0. However, heteromers, i.e. distinct protein subunits associating to form larger

complex assemblies, have been a limitation owing to the exponentially large sample

space. This was highlighted in target 160, the assembly of a surface-layer SAP protein
iDr. Rahel Frick and Dr. Rituparna Samanta aided in docking and analysis for this target
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derived from Bacillus anthracis. Surface layer proteins (SLPs) are synthesized in a

highly regulated fashion with the protein first folding into discrete subunits followed

by a self-assembly into a two-dimensional array.36 The challenge entailed modeling

the 3D assembly, i.e. the intermolecular contacts between the six discrete subunits

(domains D1-D6) and the conformations of the connecting loops. To replicate this

biological procedure of hierarchical assembly, I developed a fold-and-dock approach

for predicting this assembly.

The organizers facilitated us with crystal structures of domains (D1-D6) oriented

randomly in cartesian space along with sequence information of the linkers connecting

the domains. The prediction task now entailed modeling the three-dimensional

structure of the SAP assembly domain, i.e., the intra-molecular contacts between

the SAP domains, as well as the conformations of the connecting loops. Figure 4.4

illustrates the docking strategy that I employed for this assembly prediction. First, I

identified the root linker and the base domains. The root linker denotes the linker

loop that I first aimed to build with the base domains signifying the domains it

connects. The smallest residue sequence linker was chosen as the root, as that would

allow less mobility of the domain and allow us to narrow down the conformational

search space. Domains 3 and 4 with the three-residue linker ‘KEP’ were chosen as

the base domains. To build the loop, the C-termini of domain 3 and N-termini of

domain 4 were translated to be roughly 10 Å apart (note that the Ca-Ca distance

in proteins is approx. 3.8 Å). I then incorporated the residues on the termini and

used the Rosetta Kinematic Closure (KIC) protocol37 to close the loop. Once the

loop was built, I used the FloppyTail protocol38 to sample diverse orientations of the

domains relative to each other and evaluated the generated decoys on interface score
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Figure 4.4: Prediction of surface-layer protein assembly. (left panel) The fold-and-dock
strategy for self-assembly of S-layer proteins. Starting from two base domains (D3 and D4),
we first built the linker and perform FloppyTail motions to sample conformations. The
generated decoys were evaluated with energies and filtered with planarity score (i.e. a metric
to measure if the Center of Mass of the domains and the linker are in the same plane to ensure
2D geometry). Top decoys were clustered (5 clusters are selected) and domains were extended
at the termini (D2 and D5). I repeated the evaluation and filtering cycle, but also took into
account docking metrics such as interfacial contacts within domains to identify top models.
Next, I added the next set of domains (D1 and D6) till I obtained the final assembly. Decoys
were clustered based on root-mean-square-deviation, and the top clusters were relaxed and
submitted for assessment. Highlighted is a surface representation (side view and top view) of
the 2D lattice assembly via symmetry-mates in PyMol to visualize a potential 2D lattice. (right
panel) Predicted S-layer protein in cartoon representation highlights inter-domain interactions
between D1-D3, D2-D3, D3-D6 and D4-D5 respectively. Note that the results of this round are
to be announced.
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and planarity filter. Since the domains were supposed to form a two-dimensional

lattice, the center of mass of all the domains would be restricted to a 2D space. This

filter aimed at removing any deviants and helping cluster structures relevant for the

overall assembly. This procedure was repeated by extending on the edges of the

two domains and building the next sets of loops connecting first to domains 2 and

5, and then to domains 1 and 6 respectively (Figure 4.4-left panel). To distinguish

good predictions over others, the decoys sampled were also evaluated on interfacial

contacts (with other domains) and potential clashes. With this strategy, our final pool

of decoys was sorted by total Rosetta energy, and the top 10 decoys were submitted

for assessment. Figure 4.4 (right panel) shows our modeled prediction. Further, I

generated symmetry mates to visualize if there is a feasible 2D array being assembled

(side view and top view). This is illustrated with the surface representation of the SAP

protein assembly. Even though the results of this round are not published yet, I

speculate that this fold-and-dock strategy could capture good native-like contacts

owing to its aggressive sampling and filtering loops. Further, it also demonstrates a

hierarchical approach for multi-body docking and protein self-assembly.

On other hand, larger symmetric assemblies with known stoichiometries were

easier to adapt with our symmetric docking routines described earlier. One such

assembly is target 230, a human DNA repair protein complex with A10 stoichiometry.

For large multimeric assemblies, AlphaFold predictions are often incorrect due to

inadequacy of handling larger sequence lengths owing to the limits in the multiple

sequence alignments (MSAs). As Figure 4.5A demonstrates, the monomer prediction

is of poor accuracy with disordered regions, limiting its utility for docking. Here,

we relied on Robetta ab-initio modeling to obtain a monomer sub-unit, and then
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Figure 4.5: Prediction for target T230, Human DNA repair protein (multimeric complex) (A)
Prediction of monomeric subunit with AlphaFold. Target T230 presents a A10 stoichiometry
multimer difficult to model with AlphaFold-multimer. The monomeric subunit was first
modeled with AlphaFold to obtain a starting point, however, the predicted model is inaccurate
(high confidence core and low confidence termini) with many disordered regions. A refined,
ab-initio model from Robetta was employed for our docking calculations with SymDock 2.0.
(B) Symmetric assembly of the multimer for target T230. We obtained a high CAPRI-quality
ranking for our prediction highlighting the accuracy of our symmetric docking routines.

passed this sub-unit to SymDock 2.0. As SymDock 2.0 incorporates virtual atoms to

build a symmetric assembly with the known A10 stoichiometry, it predicted a high

CAPRI-quality model for target T230 (Figure 4.5B).

4.6 The challenges in modelling antibody-antigen interac-
tions

Antibody-antigen interactions are the core of immune recognition and signaling,

leading to the development of therapeutics for the treatment of increasingly com-

plex diseases. The fundamental units of antibody-antigen interaction constitute the

sequence regions on antibody and antigen that comprise the interacting residues

(paratope and epitope respectively). The binding interface is predominantly the struc-

tural arrangement of a set of loops that constitute the complementarity determining
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region (CDR). With the advent of deep learning, tools such as DeepAb39, ABlooper40

and IgFold41 have aimed at better modeling of antibody structures. Despite these

advancements, predicting the binding interface or the CDRs structures (particularly

CDR H3) has been challenging. The CASP15-CAPRI experiment(Round 54) unveiled

three antibody and five nanobody interactions with antigens. Owing to the known

inefficiency of the available tools to accurately model these structures, all of these

interactions were deemed as ‘challenging’. For these 8 targets, weii employed our

docking tools, specifically ReplicaDock 2.0, with the structural templates from the

deep-learning tools (IgFold and AF2) to model these structures.

First, to model the antibody and nanobody structures, we utilized IgFold, a multi-

track deep learning prediction tool by Ruffolo et al.41 The complex structures were

obtained from AF2-multimer18,19, and the antibody/nanobody in the AF2 generated

model were replaced with the structures generated from IgFold41 thereby preserving

the binding region identified by AlphaFold. IgFold structures have demonstrated

better performance on modeling CDR H3 loops and can be better starting templates

to model docked complexes.41 To focus on sampling paratopic regions of the antibody,

I utilized the directed induced-fit strategy illustrated in Chapter 2 to narrow the

conformational search towards relevant residues.15 Figure 4.6 shows our performance

in modeling nanobody-antigen complexes (nanobody in complex with mammalian

CNPase phosphodiesterase) for two targets T205 (A) and T206 (B), with respect to

the top predictions. Unfortunately in all cases, AlphaFold predicted an incorrect

binding interface (epitope) for the nanobodies, skewing the search in a false-positive

conformational space. In both cases, ReplicaDock 2.0 modeled decoys were able to

identify alternate binding sites. However, the predicted structure is off considerably

iiLee-Shin Chu assisted in the modeling of nanobodies and antibodies
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Figure 4.6: Prediction of antibody/nanobody-antigen complexes. Targets 205-208 were
nanobodies in complex with mammalian CNPase phosphodiesterase domain. Comparison is
provided for our prediction (green-blue) with AlphaFold prediction (pink) and the top model
for each target (gray). All structures are aligned over the CNPase phosphodiesterase domain
for ease in visualization of nanobody orientation. (A) Target T205 was incorrectly predicted by
our model. Because the AF starting template was incorrect, binding interface was potentially
skewed by using it as a starting point. (B) Target T206 was an acceptable prediction where the
docked structure captured the correct binding interface but had an incorrect orientation and
less native-like contacts. (i-iv) Superimposition of nanobody backbones for each target over
the nanobody backbone of the top-model. (i) and (ii) demonstrate cases where our backbone
sampling is aggressive (owing to longer CDR H3 loops) and attains a structural similarity
to the top-model. (iii) and (iv) demonstrate cases where the nanobody prediction is fairly
accurate.
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for target T205 (panelA) and in an incorrect orientation for target T206 (panelB). Figure

4.6.i-iv shows the nanobodies in the our top models (blue) aligned over respective

AlphaFold structures (pink) and the best prediction (gray). In all the cases, our

conformational sampling predicts CDR backbones in agreement with the top model.

This results suggest a need for aggressive global sampling to identify better binding

poses and capture high quality structures.

4.7 Discussion and conclusions

In the last few years, the field of structural biology, particularly protein structure

prediction has changed dramatically. The immense influx of deep-learning tools for

protein sequence-to-structure prediction has brought a paradigm shift in the field.

Prior rounds of CASP have presented predictors with unique challenges contributing

to the development of modeling tools. But with AlphaFold’s high accuracy prediction,

the field has transitioned to not just predicting assemblies - the focus of CAPRI - but

also dynamic structures, i.e. protein ensembles, multi-state proteins, and lately,

protein-nucleic acid complexes. The goal of this community-driven, blind prediction

challenge is to stimulate engagement and move the field ahead, and Deepmind has

contributed to this step change.

In this chapter, I discussed a few highlights of our predictions over the last four

years, both pre- and post-AlphaFold, pointing out the shift from aggressive global

search to focused backbone sampling and refinement respectively. First, I highlighted

that despite the improvement in overall static structure prediction accuracy, capturing

large-scale conformational changes remains a challenge, even for AlphaFold. Our

sampling and scoring strategy within Rosetta is robust but is insufficient for larger
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conformational changes. Developing aggressive and relevant backbone movers

would be paramount to obtain high CAPRI-quality predictions.

Second, the performance of Rosetta docking routines for multimers has demon-

strated better results with more accurate monomeric subunits models. Alternatively,

multi-body docking, i.e. docking more than two chains or protein partners, remains a

major limitation of our protocols. Adapting our docking protocols, RosettaDock 4.0

or ReplicaDock 2.0, to handle multiple chains could be a promising future direction.

Unlike symmetric multimers, where a subunit could be virtually extended based

on stoichiometry, multi-body docking for heteromers would be computationally

expensive.

Third, for antibody-antigen complexes, relying on AlphaFold templates hampers

prediction accuracy. Performing a global rigid docking search with ReplicaDock 2.015

or ClusPro42 could have enabled us to obtain a picture of potential binding interfaces

to refine with local backbone sampling. Alignment of nanobodies (Figure 4.6) high-

lights that by focusing on flexible regions of proteins, we can capture diverse, relevant

backbones with our current backbone movers. Further, I observed that AlphaFold

confidence scores at a residue-level correlate well with flexibility (for nanobodies and

antibodies, these would be the paratopic CDR regions). This observation suggests

that we can identify mobile regions in blind protein targets improving our backbone

sampling. I will investigate this premise in more detail in the next chapter. To con-

clude, CAPRI targets have led to the development and upgrade of docking protocols

in the Gray lab. While demonstrating the benefits of our MCM approach, these blind

targets have demarcated the deficiencies in our score-functions and the limitations of

our backbone sampling. For antibody-antigen targets particularly, it has highlighted
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the benefit of exhaustive global sampling. Clearly, the docking success rates have

improved over the decade, but for docking to sustain as a reliable, stand-alone tool,

we need higher success rates in all cases with the ability to capture binding-induced

conformational changes.
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Chapter 5

From sequence to structure to
complexes : an in-silico pipeline for
protein-protein docking

5.1 Overview

Despite recent breakthrough of AlphaFold (AF) in the field of protein sequence-

to-structure prediction, producing accurate structures of most of the monomeric

(single-chain) proteins is achievable. Yet, modeling protein interfaces and predicting

protein complex structures remains challenging, especially when there is a significant

conformational change in one or both binding partners. Prior studies have demon-

strated that AF-multimer can predict accurate protein complexes in only up to 43%

of cases.1. However, these studies have not reflected upon approaches to improve

failures. In this work, I combine AlphaFold as a structural template generator with a

physics-based replica exchange docking algorithm, ReplicaDock 2.0. Using a curated

collection of 254 available protein targets with both unbound and bound structures, I

first demonstrate that AlphaFold confidence measures can be repurposed for estimat-

ing protein flexibility and docking accuracy for multimers. I incorporate these metrics
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within our ReplicaDock 2.0 protocol2 to complete a robust in-silico pipeline for accu-

rate protein complex structure prediction. AlphaRED (AlphaFold-inspired Replica

Exchange Docking) successfully docks failed AF predictions including 97 failure cases

in Docking Benchmark Set 5.5. AlphaRED generates CAPRI medium-quality pre-

dictions for 60% of benchmark targets. This new strategy integrating deep-learning

based architectures trained on evolutionary information with physics-based enhanced

sampling approaches predict protein complex structures.

5.2 Introduction

In-silico protein structure prediction i.e. sequence to structure, tackles one of the

core questions in structural biology. The recent release of AlphaFold3 has brought

a paradigm shift in the field by intertwining deep-learning tools with evolutionary

data to predict single-chain structures with higher accuracy. Further, AlphaFold-

multimer4 (AFm) and related work5 have demonstrated the utility of AlphaFold to

predict protein complexes. The association of proteins to form transient or stable

protein complexes often involves binding-induced conformational changes. Cap-

turing conformational dynamics of protein-protein interactions has been one of the

grand challenges in structural biology. Given that AlphaFold generates a static three-

dimensional structure, it has been unclear whether conformational diversity could be

captured by AlphaFold. In other terms, given a protein sequence, could AlphaFold

generate ensembles of structures that include both unbound and bound conforma-

tions? Additionally, can AlphaFold reveal intrinsic conformational heterogeneity?

To diversify model complexes generated with AlphaFold-multimer in the recent

round of CASP15, predictors employed tuning parameters such as dropout6, higher
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recycles on inference7 or modulating the MSA inputs8,9 with the amino acid sequence.

While these approaches demonstrated the ability to generate broader conformational

ensembles, AFm performance still worsens with a higher degree of conformational

flexibility between unbound and bound targets1. Prediction accuracies are especially

deteriorated in bound complex regions involving loop motions, concerted motions be-

tween domains, rearrangement of secondary structures, or hinge-like domain motions,

i.e., large-scale conformational changes, which are also challenging for conventional

docking methods.10 However, unlike state-of-the-art docking algorithms, AlphaFold’s

output models incorporate a residue-specific estimate of prediction accuracy. This

suggests a few interesting questions:

• Do the residue-specific estimates from AF/AFm relate to potential metrics

demonstrating conformational flexibility?

• Can AF/AFm metrics deduce information about docking accuracy?

• Can one create a docking pipeline for in-silico complex structure prediction

incorporating AFm to convert sequence to structure to docked complexes?

Unlike deep-learning approaches that mined evolutionary information for struc-

ture prediction, recent work in physics-based docking approaches equipped induced-

fit docking2, larger ensembles11, or fast-fourier transforms12 with improved energy

functions to capture conformational changes and better dock protein structures.

Coupling temperature replica exchange with induced-fit docking, ReplicaDock 2.02

achieved successful local docking predictions on 80% of rigid (RMSDUB < 1.1Å) and

61% medium ( 1.1  RMSDUB < 2.2 Å) targets in the Docking Benchmark 5.0 set13.

However, like most state-of-the-art physics-based docking methods, ReplicaDock
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2.0 performance was limited for highly flexible targets: 33% success rate on targets

with RMSDUB � 2.2 Å. Promisingly, focusing backbone moves on known mobile

residues (i.e. residues that exhibit conformational changes upon binding), Repli-

caDock 2.0 sampling could substantially improve the docking accuracy. But a major

caveat was that the flexible residues must somehow be identified. With the advent of

deep-learning approaches like AlphaFold-multimer4 or docking-specific tools such as

EquiDock14, DockGPT15, and GeoDock, faster high-throughput prediction of protein

structures is feasible (0.1-10 mins on single NVIDIA GPU), albeit with lower accuracy.

In such a scenario, it is computationally expensive to utilize physics-based tools for

long time-scale global docking simulations.

In this work, I aim to combine the features of top deep learning approaches (i.e.

AlphaFold) with physics-based docking schemes (ReplicaDock 2.0) to systematically

dock protein interfaces. The overarching goal of this work is to create a robust pipeline

for computationalists and biologists for easier, reproducible, and accurate modeling

of protein complexes. Here I investigate the aforementioned questions and create a

protocol to use AFm fused with our Rosetta-based replica exchange docking approach

(ReplicaDock 2.02) to improve on AFm failures and capture binding-induced confor-

mational changes. First, on a curated benchmark set of unbound and bound protein

structures, I assess the utility of AFm confidence metrics to detect conformational

flexibility and binding site confidence. Next, I equip these metrics while treating AFm

as a structural template generator to our docking routine, thereby detailing the devel-

opment of AlphaRED (AlphaFold-inspired Replica Exchange Docking). AlphaRED

builds over the leading protein structure prediction tool (AlphaFold-multimer) by

incorporating biophysical information (via energy functions) to better model protein
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complexes.

5.3 Results

5.3.1 Dataset curation

Figure 5.1: RMSDs of AlphaFold-multimer structures from experimental unbound and
bound structures. Distribution of the RMSD between the AlphaFold-multimer prediction
top-ranked model and the experimental unbound and bound structures. For each target, the
protein partners are split into receptor and ligand respectively for comparison. Each symbol
represents a category of flexibility (rigid, medium, and flexible). (A) Dockground Benchmark
set 5.5; (B) Antibody/nanobody-antigen targets from the benchmark.

I curated a dataset for conformational flexibility from the Docking Benchmark

Set 5.5 (DB5.5)13, which comprises experimentally-characterized (X-ray or cryo-EM)

structures of bound protein complexes and their corresponding unbound protein

subunits. Each protein target (with unbound and bound structures) is classified based

on their unbound-to-bound root-mean-square-deviation (RMSDUB) as rigid (RMSDUB

 1.2 Å), medium ( 1.2 Å < RMSDUB  2.2 Å) or difficult (RMSDUB � 2.2 Å). Further,
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owing to the poor performance of AlphaFold and other predictor groups in predicting

antibody-antigen targets in the recent CASP15-CAPRI round16, I identified a subset

comprising only antibody-antigen complexes (including single domain antibodies, or

nanobodies) by extracting all the antibody-antigen structures from the DB5.513 set.

The comprehensive dataset includes 254 protein targets exhibiting binding-induced

conformational changes.

For each protein target, I extracted the amino acid sequence from the bound struc-

ture and predicted corresponding three-dimensional complex structure with the Co-

labFold implementation (github.com/YoshitakaMo/localcolabfold) of the AlphaFold-

multimer v2.3.0 (released March 2023) for all 254 benchmark targets. Being trained on

experimentally-characterized structures deposited in the PDB, AlphaFold is expected

to produce models analogous to the PDB structures. However, since both unbound

and bound structures exist for the benchmark targets in the PDB, I first investigated

whether AFm exhibits any bias towards either unbound or bound forms for the same

protein sequence. Figure 5.1 compares the Ca-RMSD of all protein partners of the

AFm predicted complex structures from the bound (B) and unbound (UB) crystal

structures on a log-log scale (a few AFm predicted models were 20 Å apart from both

bound and unbound structures). As evident from Figure 5.1A, the protein partners

from the AFm top-ranked model skew more often towards the bound state with

structural deviation from both unbound and bound forms. Antibody-antigen targets

further demonstrate a similar trend, however with fewer targets predicted within

sub-Angstrom accuracy to the bound form (29.7% for Ab-Ag targets as opposed to

41% for DB5.5).
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5.3.2 AlphaFold pLDDT provides a predictive confidence measure for
backbone flexibility

AlphaFold employs multiple sequence alignments with a multi-track attention-based

architecture to predict three-dimensional structures of proteins and complexes. Fur-

ther, for each structural prediction, it provides a residue-level confidence measure:

the predicted local-distance difference test (pLDDT), estimating the agreement be-

tween predicted model to an experimental structure based on the Ca LDDT test

(refer Methods). Tunyasuvunakool et al. analyzed pLDDT confidence measures for

the human proteome demonstrating the correlation between lower pLDDT scores

with higher disordered regions in protein structures.17 Building on this observation,

I evaluated whether there is a correlation between AlphaFold pLDDT confidence

metric and the experimental metrics of conformational change between unbound and

bound structures. In this regard, I compared the computational (AF-pLDDT) and

experimental (per-residue RMSD and LDDT) metrics against each other.

As a reference, I first superimposed the unbound partners over the bound struc-

tures and calculated residue-wise Ca deviations, to determine the per-residue RMSDBU

values. LDDTBU was measured by calculating the local distance differences in the

unbound structure relative to the bound form. These metrics capture the extent

of motion in the unbound-bound transitions for each of the protein targets. Next,

I compared the per-residue pLDDT score from AFm predicted monomer models

with the experimental metrics. Figure 5.2A,B shows the results for two protein tar-

gets: kinase-associated phosphastase in complex with phospho-CDK2 (1FQ118) and

TGF-b receptor with FKBP12 domain (1B6C19). In both cases, pLDDT confidence

scores correlate with the experimental measurements of binding: pLDDT decreases as
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Figure 5.2: Comparison of AFm pLDDT with structural metrics. (A) AlphaFold pLDDT plot-
ted against LDDTBU (local distance difference test). LDDTBU is calculated by comparing the
unbound and bound environment for each residue. High scores correlate with high pLDDT
(red). (B) Per-residue root-mean-square-deviation between unbound-bound structures(Per-
Residue RMSDBU) against AlphaFold pLDDT. Higher RMSDs correlate with lower pLDDT.
(C) Structures for two targets (PDB ID: 1B6C and 1FQ1) with the experimental bound form
(in gray) and the AlphaFold-multimer predicted model (colored by spectrum, red-white-blue). In
both cases, the residues with low pLDDT scores (red) are the residues with incorrect confor-
mation and more conformational change.
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LDDTBU decreases and RMSDBU increases. This is further illustrated with the PyMol

representation of the two targets over the bound structures (Figure 5.2C). In regions of

low confidence/pLDDT (highlighted in red), the prediction is inaccurate, but higher

confidence/pLDDT regions (highlighted in blue) have high accuracy of prediction

with the bound form. The results for the entire benchmark set show similar trends for

most targets. The pLDDT, thus, can suggest mobile residues in a protein structure.

5.3.3 Interface-pLDDT correlates with DockQ and discriminates poorly
docked structures

Figure 5.3: AlphaFold predictions with reference to bound experimentally-characterized
structures. Here I demonstrate four targets with poor DockQ scores and high interface
RMSDs. (i) Activated Rac1 bound to phospholipase Cb2 (2FJU) - rigid target (RMSDUB= 1.04 ).
(ii) Nanobody bound to serum albumin (5VNW) - medium target(RMSDUB= 1.49 ) (iii) 14-3-3
Zeta Isoform:Serotonin N-acetyltransferase complex (1IB1) - difficult target (RMSDUB= 2.09 )
(iv) G6 antibody in complex with the VEGF antigen - difficult target (RMSDUB= 2.51 ). Bound
structure is highlighted in gray and the AlphaFold prediction is highlighted in green-blue.
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When the prediction accuracy is lower, it is often evident from lower confidence

metrics (such as average pLDDT or PAE). However, for AlphaFold-multimer complex

predictions, the confidence metrics of the overall prediction do not correlate with the

accuracy of the docked prediction, i.e. even if the complex exhibits higher confidence,

the docking interfaces could be non-native. Figure 5.3 shows a few examples of failed

AFm predictions including rigid (2FJU20), medium (5VNW21) and flexible targets

(1IB122, 2FJG23). In all the examples, the AFm model (highlighted in red to blue based

on residue-wise pLDDT) is superimposed over an individual binding partner, and

the bound structure is highlighted in pale-green. AFm models predict the individual

subunits (protein partners) accurately in almost all scenarios, however the docking

orientation is incorrect.

I investigated whether any of the AlphaFold predictive metrics could be repur-

posed for distinguishing native-like binding sites from non-native ones. That is,

can one could utilize pLDDT or PAE from AFm models to determine whether the

predicted docked complex has the accurate binding orientation? To evaluate whether

a predicted model lies in the near-native binding region or not, I utilized the DockQ

score, the standard metric for docking model quality.24 DockQ (2 [0, 1]) combines in-

terface RMSD (Irms), fraction of native-like contacts ( fnat), and Ligand-RMSD (Lrms).

DockQ scores above 0.23 correspond to models with CAPRI quality acceptable or

higher. As an acceptable quality target implies docked decoys are in the near-native

binding region, I chose a binary classification of success with a threshold of DockQ

= 0.23. I then tested how well DockQ correlated with several AFm-derived metrics:

(a) Interface residues: the number of interface residues (atoms of residues on one

partner within 8 Å from an atom on another partner);
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(b) Interface contacts: the number of interface contacts between the residues on the

interface (Cb within 5 Å);

(c) Average pLDDT, determined by averaging over the per-residue LDDT score of

the entire protein complex;

(d) Interface-pLDDT, determined by averaging the per-residue LDDT score only over

the predicted interfacial residues (as identified in case a).

Figure 5.4A highlights the classification accuracy of each of these metrics with

a receiver-operating characteristics curve. The interface-pLDDT metric stands out

with a higher true positive rate (TPR) with an area under curve (AUC) of 0.86. With

interface-pLDDT as a discriminating metric, I set an interface-pLDDT of 85 as the

cut-off to estimate its accuracy and precision at distinguishing near-native structures

(defined as an interface-RMSD < 4 Å). Figure 5.4B summarizes the performance with

a confusion matrix. 80% of the targets are classified accurately with a precision of 78%,

thereby validating the utility of interface-pLDDT as a discriminating metric to rank

the docking quality of the AFm complex structure predictions. This discrimination

is also evident in the highlighted interface residues in Figure 5.3, where the AFm

predicted models have lower confidence at predicted interfaces (highlighted by red).

Finally, I show the trend between DockQ scores and interface-pLDDT for each target

in Figure 5.4C. The interface-pLDDT threshold of 85 (dashed line) thus can serve as the

AlphaFold-derived metric to distinguish acceptable quality docked predictions from

incorrect models.
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Figure 5.4: Interface-pLDDT is the best indicator of model docking quality. (A) Receiver-
operator characteristics (ROC) curve as a function of different metrics for the docking dataset
(n=254). Interface residues are defined based on whether atoms of residues on one partner
are within 8 Å from atom/s on another partner. Interface-pLDDT is the average pLDDT of
interface residues. Avg-pLDDT corresponds to the average pLDDT across all the residues in
the predicted model. Interface contacts and interface residues are the counts of the interface
contacts and interface residues respectively. Interface-pLDDT has the highest AUC score
of 0.87. (B) Confusion matrix with an interface-pLDDT threshold between labels predicted
false (<85) and true (�85) and an interface-RMSD threshold between labels actually true (4
Å) and false(>4 Å) actual labels. (C) Interface-pLDDT versus DockQ for all protein targets
in the benchmark set. DockQ is calculated from the predicted AlphaFold structure and the
experimental bound structure in the PDB. I fit a sigmoidal curve to this available data.

126



Figure 5.5: AlphaRED protein docking pipeline. Starting with protein sequences of putative
complexes, I obtain predicted models from AlphaFold. Each model is accompanied with
pLDDT scores, and based on the interface pLDDT I either initiate global rigid-body dock-
ing (interface pLDDT < 85), or flexible local docking(interface pLDDT � 85). For global
rigid-body docking, the protein partners are first randomized in Cartesian coordinates and
then docked with rigid-backbones using temperature replica exchange docking within Repli-
caDock2.2 These decoys are then clustered based on energy clustering before flexible local
docking refinement. In flexible local docking, I initiate a directed induced-fit strategy elabo-
rated in ReplicaDock2. The residues are selected as identified by the AlphaFold residue-wise
pLDDT scores (threshold of 80). The protocol moves the backbones with Rosetta’s Backrub
or Balanced Kinematic Closure movers. Output structures are then refined and top scoring
structures based on interface energy are selected.
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5.3.4 Docking over AlphaFold models improves performance over bench-
mark targets

With metrics to identify the flexible regions in the protein and the docking accuracy of

generated docked models, I next fused AlphaFold-multimer (AFm) with our docking

protocol, ReplicaDock 2.02, to build a protocol for: (1) improving on incorrect AF dock-

ing predictions and producing alternate, near-native binding models and (2) capturing

backbone conformational changes with our induced-fit protocol ReplicaDock2.02.

With AFm as the structural module translating protein sequences to structure, I create

a protocol namely AlphaRED (AlphaFold-inspired Replica Exchange Docking). Al-

phaRED uses AFm predicted structures as the primary template, estimates docking

accuracy metrics, and initiates global docking or refinement protocols as required.

Figure 5.5 illustrates this docking pipeline. Starting from AFm predicted model,

I first calculate the interface-pLDDT to determine the docking scheme to follow. If

the AFm model is not accurate (interface pLDDT < 85), I initiate a global docking

simulation to explore the protein conformational landscape and identify putative

binding sites. On the other hand, if the interface-pLDDT > 85 for the AFm predicted

model, the docked complex is likely in the correct binding orientation. This implies

the global docking stage of the protocol can be skipped and local docking simulations

can be directly initiated from the complex coordinates. Global docking follows an

exhaustive, rigid-body (no backbone moves) search between the protein partners to

sample putative landscapes in the energy landscape. An unbiased global docking

simulation is initiated by randomizing the spatial orientation of protein partners

from the input structure. The replica exchange MC routine ReplicaDock 2.0 performs

rigid-body rotations (8�) and translations (4 Å). Sampled decoys are clustered from
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all replicas (based on energies and structural similarity) and the five top clusters are

passed along for flexible local docking.

For flexible local docking, I perform aggressive backbone moves (backrub + kine-

matic closure, refer Methods) on candidate encounter complexes (clustered decoys),

with fine rigid-body rotations and translations. To narrow conformational sampling,

backbone moves are explicitly performed over residues identified as ‘mobile’ based

on the per-residue pLDDT metric (residue pLDDT < 80). Unlike ReplicaDock 2.0

that performs induced-fit over putative interfaces, this approach targets backbone

motions over these predicted mobile residues, reducing the sampling space. Local

docking decoys are further refined for side-chain packing and minimization to obtain

the docked structures (details in Methods). The methodological advancements and

Rosetta movers in AlphaRED are further detailed in the Methods section.

Applying this strategy, I investigated AlphaRED’s performance on all 254 bench-

mark targets (Figure 5.6). 97 targets under the threshold of interface-pLDDT ( 85)

were passed to the global docking branch. Targets with interface-pLDDT over 85

were input for local docking and refinement. For all benchmark targets, I compared

AlphaRED performance of the top-scoring decoys against initial AFm predicted

complex structures. Figure 5.6A shows the interface-RMSD (Irms) of the AFm and

AlphaRED predictions from the bound structure, respectively. The lower Irms values

indicate that AlphaRED improves on existing predictions for almost all targets. For

targets where AFm prediction is determined to be a failure (interface-pLDDT  85,

red), AlphaRED demonstrates a vast improvement in Irms for 93 out of 97 targets.

Additionally, for targets where AFm prediction is considered acceptable (interface-

pLDDT > 85), local docking slightly improves performance. AlphaRED captures
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Figure 5.6: Docking performance Targets with Interface-pLDDT  85 were selected and
passed in our docking pipeline (in red). Targets with interface-pLDDT> 85 were passed for
local refinement and are colored based on their interface-pLDDT scores (in shades of blue) (A)
Interface-RMSD from AlphaFold-multimer predicted models (y-axis) in comparison with
AlphaRED models(x-axis), with under 10 Å measurements in box. (B) Fraction of native-like
contacts for models from AFm and AlphaRED respectively. (a) and (b) indicate two targets,
2FJU (global docking) and 5C7X (local docking) respectively highlighted in Figure Figure 5.7.
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lower interface-RMSDs (under 10 Å) for targets where AFm models dock at bind-

ing sites ⇠40 Å away. Figure 5.6B demonstrates the improvement in recapitulating

native-like contacts ( fnat) with AlphaRED.

Figure 5.7 highlights a global docking (a) and local docking (b) example for targets

2FJU and 5C7X respectively. Starting from the AFm prediction (orange), AlphaRED

samples over the conformational landscape to identify a top-scoring decoy (blue) with

2.6 Å Irms from the native (gray). Figure 5.7b shows the extent of backbone sampling

with ReplicaDock 2.0 local docking. The top-scoring decoy (blue) samples backbone

closer to the bound form improving model quality and docking accuracy for protein

target 5C7X.

Figure 5.7: Global and local docking performance Docking performance for targets (a) Acti-
vated Rac1 bound to phospholipase Cb2 (2FJU), and (b) Neutralizing anti-human antibody
Fab fragment in complex with human GM-CSF (5C7X). Starting from the AFm model (orange),
global docking performance on 2FJU highlights the improvement in sampling the native-like
binding site (gray) by sampled decoy (blue). For local docking, backbone sampling on mobile
residues predicted by residue pLDDT (highlighted cartoon representation) shows AlphaRED
decoy (blue) moves backbone towards bound form(gray).
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5.3.5 Evaluation on blind CASP15 targets

All results presented thus far may be biased by the fact that these benchmark target

structures were used in the AFm training, potentially biasing the outcome of our

benchmarking. The ultimate challenge for protein structure prediction protocols is to

perform successfully over blind targets such as those in CASP (Critical Assessment

of protein Structure Prediction) or CAPRI (Critical Assessment of PRotein Interac-

tions) competitions.25,26 CASP15 (Summer 2022) provided multiple protein docking

targets16, that were not included in AFm training, aloowing an unbiased evaluation

of our AlphaRED pipeline. Thus, I tested the protocol on the five heterodimeric

nanobody-antigen complexes where most of the groups performed poorly (Figure

5.8).

For each target, I employed the AlphaRED strategy as described in Figure 5.5. All

targets had low interface-pLDDT thereby demanding global docking. This is unsur-

prising since the targets were nanobody-antigen targets and their CDRs, particularly

CDR H3, are not conserved with a scarcity of co-evolution data with the antigen.27

For target T205, our docking strategy improves the performance drastically ( interface

RMSD 11.4 Å for AFm model to 2.84 Å for AlphaRED) and binds in the ideal binding

site with lower energies. The interface scores versus interface-RMSD plot shows a

distinct funnel with low-energy medium-quality structures (Figure 5.8-top). Since the

crystal structures are not yet released, the reference structure here is the top-model

predicted for each category in CASP15. For all the targets, I can visualize how the

docking strategy samples the appropriate binding orientation. These cases validate

our strategy for blind targets, and demonstrate the ability of AlphaRED to serve as a

robust pipeline, integrating AlphaFold with biophysical attributes to better predict

132



protein complex structures.

5.4 Discussion and conclusions

AlphaFold has dramatically transformed the field of structural biology and is cur-

rently the state-of-the-art method to predict protein structures from sequences, not

just for monomers but also for complexes and higher assemblies.28 One of the key

elements of its success was the ability to mine evolutionary links between amino

acids across protein families and determine structural templates. This approach

dramatically improves prediction accuracy for monomers as reflected from prior

CASP rounds. However, for larger assemblies and complexes, the evolutionary con-

straints can be weak and often skew predictions to inaccurate binding sites. Here I

demonstrated how augmenting the predictions of AlphaFold with an energy-function

dependent sampling approach reveals better backbone conformational diversity

and provides accurate prediction of protein complex structures. By utilizing the

AlphaRED strategy, I show that failure cases in AFm predicted models are improved

for all targets (lower Irms for 97 failed targets) with upto CAPRI medium-quality

models (DockQ 2 [0.49, 0.80]) generated for 59% targets.

First, I showed that AlphaFold confidence measures can be repurposed for esti-

mating flexibility and docking accuracy. This is useful for constructing an efficient

docking pipeline. Interface-pLDDT, an average of the per-residue pLDDT only for the

interfacial residues, is a robust metric to determine whether AFm predicted binding

interfaces are correct. Additionally, thresholds of per-residue pLDDT can ascertain

regions of backbone flexibility upon binding. Thus, AFm predicted models can be

used as input structures for ReplicaDock 2.0 to dramatically improve sampling and

133



Figure 5.8: AFm and AlphaRED performance on CASP15 targets Docking performance
for CASP targets T205-T209. (top) T205. Interface score (REU) vs Interface RMSD (Å) for
candidate docking structures generated by the AlphaRED docking pipeline. (top-right) The
top-scoring AlphaRED model (green-blue) recapitulates the native interface (gray) and has an
interface RMSD of 2.84 Å. The distinction between the predicted model with respect to the
AFm model(orange) is evident (bottom) Top-scoring AlphaRED predictions for targets T206,
T207, T208 and T209 respectively.
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performance over benchmark docking targets. I generated the AlphaFold template

structures with the default settings (3 recycles and no dropout) to obtain a structure

per target. With DL-methods for structure prediction and downstream sampling

with a physics-based energy function, one can efficiently explore the protein en-

ergy landscape as demonstrated with AlphaRED performance over DB5.5. Finally,

I evaluated recent CASP15 targets to investigate the extrapolation of this strategy

over blind protein targets. CASP15 targets were absent from the training routine of

AlphaFold and served as blind challenges to determine the efficacy of the protocol.

With AlphaRED, I obtained DockQ> 0.23 for all five targets, with medium-quality

models (DockQ> 0.49) for targets T205, T207, and T208 respectively. AFSample, a

top-performing group in CASP15, employed stochastic perturbation with dropout

and increased sampling to obtain medium and high-quality models for these targets.

However, AFSample equips couple of GPU simulations to get ⇠240x models with

compute time exceeding to be ⇠1000x costly than the baseline version. On other

hand, I utilized ColabFold7 to generate 1-5 structures for our docking routine with the

baseline version. As opposed to a couple of days on GPU (each GPU node contains

upto 48 cores) utilized by AFSample, our docking routine fused with ColabFold uses

5-7 hours on our CPU cluster (runs on 1 node, with 24 cores, approximating to ⇠100

hours of CPU-hours per target). The AlphaRED docking strategy demonstrates a new

and better way to predict protein complex structures within feasible compute times.

With this work, I have built upon the recent advances in structural biology to

develop a robust tool for protein docking. Here, I fused deep-learning tools with

conventional physics-based sampling tools to develop a pipeline that extracts the
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best outcomes of each methodology; where deep-learning methods generate accu-

rate, static structures, and physics-based sampling provides diversity and better

discrimination. The protein conformational landscape is vast and deep-learning

tools such as AlphaFold provide a snapshot of relevant local minima that can aid

in narrowing down the degrees of freedom in sampling.29 With the paradigm shift

in computational structural biology towards deep-learning approaches, integrating

physics within these models has tremendous potential towards understanding protein

dynamics, modulating protein-protein interactions, and downstream applications to

protein design.

5.5 Methods

5.5.1 Prediction of structures

For each target in the DB5.5 dataset, I obtained AlphaFold predicted models with the

ColabFold v1.5.230 implementation of AlphaFold3 and AlphaFold-multimer4. Each

prediction run was performed without templates, with automatic alignments and the

default number of recycles to generate five relaxed predictions. Each AlphaFold pre-

diction includes a per-residue pLDDT (predicted LDDT) measurement31, a confidence

measure in prediction accuracy, and predicted template alignment (pTM) score.32

The models were structurally compared with the unbound and bound structures

(deposited in the PDB) for measuring flexibility, similarity and accuracy of docking

prediction.
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5.5.2 Metrics for backbone flexibility: RMSD and LDDT

Structures of proteins deposited in the PDB33 provide a static representation of the

native-state of the protein. However, structural diversity has been captured by exper-

imental techniques to identify different states of a protein in diverse physiological

or chemical states, for e.g. catalysis34, transport35, and ligand binding36. For pro-

tein docking challenges in particular, conformational changes are binding-induced,

leading to structural differences between unbound and bound structures of protein

targets.

To measure the conformational change in protein structures, I calculated two

metrics: Ca root-mean-square-deviation (RMSD) and local distance difference test

(LDDT)31. In order to get a detailed representation of the intrinsic motion of a protein,

I calculated RMSDs at a residue-level, i.e., per-residue Ca RMSD for each residue

of a protein target. The sequences of unbound and bound proteins were aligned

for ensuring robust measurements, and the RMSDs were calculated for the aligned

residues. The total sequence lengths were also matched perfectly and lingering

end-termini residues were chopped off to ensure structural and sequential similarity.

Local Distance Difference Test (LDDT) is a superimposition-free score that esti-

mates local distance differences in a model relative to a reference structure.31 Unlike

the Global Distance Test (GDT)37 score based on rigid-body superimposition, the

LDDT score measures the conserved local interactions in the protein model to the

reference. For every residue, it computes the distance between all pair of atoms D(i, j)

in both the model and the reference structure (bound) within a threshold (defined

as the inclusion radius, generally set to 10 Å). For each pairwise distance in both

distance vectors, if the distance is within the threshold, the distance is considered
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conserved and the fraction of conserved distances is calculated. The final LDDT score

is the average of this fraction for the tolerances of 0.5, 1, 2, and 4 Å.

For a protein structure with N number of residues, the overall LDDT score can be

given as follows:

Overall score = norm ·

N

Â
i,j

dists_to_score(i, j) · score(i, j) (5.1)

where norm is the normalization factor

norm =
1

Âi,j dists_to_score(i, j)
(5.2)

and score(i, j) is the LDDT score for the residue i with respect to every other

residue j

score(i, j) = 0.25 ·

(
bool[DD(i, j) < 0.5] +

bool[DD(i, j) < 1.0] +

bool[DD(i, j) < 2.0] +

bool[DD(i, j) < 4.0]

)

Here, DD(i, j) denotes the absolute difference between Dtrue(i, j) and Dpredicted(i, j)

calculated as follows:

DD(i, j) = |Dtrue(i, j)� Dpredicted(i, j)| (5.3)
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Dtrue(i, j) and Dpredicted(i, j) denote the distances between the Ca coordinates

of the ith residue and the jth residue for the true (reference) and predicted (model)

structures respectively. Let xk
i and yk

i represent the kth coordinate of the Ca atom in

the ith residue in the reference (true) structure and predicted structure respectively,

such that:

Dtrue(i, j) =

vuut
3

Â
k=1

(xk
i � xk

j )
2 and Dpredicted(i, j) =

vuut
3

Â
k=1

(yk
i � yk

j )
2 (5.4)

Finally, the distances to score (dists_to_score(i, j)) are computed as those pairwise

distances within an inclusion radius (cutoff = 10 Å). mj
i is the mask value (1 or 0)

indicating if the jth coordinate of the Ca atom in the ith residue exists in the true

structure.

dists_to_score(i, j) =

(
1 if Dtrue(i, j) < cutoff · mj

i · mi
j · (1 � djN) where d = KroneckerDelta

0 otherwise
(5.5)

The advantage of the LDDT measurement lies in the estimation of relative domain

orientations in multi-domain proteins or concerted motions (for e.g.: hinge-like moves

in closed and apo proteins). In these cases, the RMSDs would be relatively high for all

residues in the mobile domain, however, since the inter-residue distances within the

domains are conserved, they would provide an inaccurate depiction of flexibility for

the protein. Estimating both RMSDs and LDDT scores allows us to obtain a nuanced

perspective of flexibility during protein association based on experimental structures.

5.5.3 Development of new ResidueSelectors in Rosetta

Protein structures deposited in the PDB often have column for temperature factors/B-

factors (Bi) highlighting the temperature dependent flexibility of residues. AlphaFold
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predicted structures output their per-residue pLDDT measurement in this column. As

highlighted in prior chapters (Chapter 2 and 3), Rosetta utilizes ResidueSelectors to

perform selections at the protein pose level. The residue selections aid in narrowing

down specific regions for movers to operate their moves within the Rosetta pipeline. I

use this strategy for mimicking induced-fit in ReplicaDock2.02 and directing induced-

fit towards flexible residues as highlighted in Chapter 2, section on directed induced

fit. As illustrated earlier, one of the challenges in employing directed induced-fit for

protein targets is the inadequacy in determining ‘flexible’ regions in proteins. With

AlphaFold metrics however, there is a potential in utilizing pLDDT as a determinant

of backbone flexibility and employing it in conjunction with our docking routines.

To automate this, I created the BFactorResidueSelector within Rosetta that can

allow the selection of residues with lower pLDDT values. These selected residues

can then be passed in our docking routine as ‘flexible’ residue units on which I

perform aggressive backbone sampling. BFactorResidueSelector is an integral part

of our docking pipeline mentioned hereafter and has utility for automating our

docking routine on ROSIE server. Details about the implementation are available on

github.com/RosettaCommons.

5.5.4 Developing a pipeline for protein docking

Using AlphaFold2 as a structural module, I built a pipeline for protein-protein dock-

ing to better predict protein complex structures with relatively higher accuracy. As

illustrated in Figure 5.5, given a sequence of a protein complex, I use the ColabFold im-

plementation of AF2-multimer to obtain a predictive template. An interface-pLDDT

filter determines the accuracy of the docking prediction of the top-ranked model from

AFm. If the interface-pLDDT  85, the prediction has lower confidence in the docking
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orientation, and the protocol initiates a rigid, global docking search with ReplicaDock

2.0. Implementation of ReplicaDock 2.0 (global docking) is similar to the version

reported in prior work2. Each simulation initiates 8 trajectories across 3 temperature

replicas with inverse temperatures set to 1.5-1 kcal�1.mol, 3�1 kcal�1.mol and 5�1

kcal�1.mol, respectively. Across each replica within each trajectory, rigid body per-

turbations (4 Å translations and 8� rotations) are performed for an exhaustive global

search. Next, I perform an energy-based clustering of the models to obtain diverse

and energetically favourable clusters. Five cluster centers (decoys) are selected and

passed to the flexible local docking stage to sample conformational changes.

On other hand, if the interface-pLDDT > 85, the binding orientation has higher

confidence and the protocol directly performs a flexible local docking simulation

skipping the rigid, global docking. In this stage, I perform smaller rigid-body per-

turbations (1 Å translations and 3� rotations) and aggressive backbone moves using

a set of backbone and side-chain movers: Rosetta Backrub
38, Balanced Kinematic

Closure (BalancedKIC) and Sidechain. The sampling weights are biased such that

backbone and side-chain movers are weighted higher than rigid body moves (3:1

weightage for backbone:rigid-body moves). I perform directed backbone sampling by

focusing on predicted mobile residues (per residue pLDDT < 80). This is automated

with the BFactorResidueSelector that selects contiguous sets of residues below the

specified pLDDT threshold.

However, unlike the induced-fit strategy in ReplicaDock2, I perform directed back-

bone sampling directed at the mobile residues (with per residue pLDDT < 80) identi-

fied from the AlphaFold model. I automate this using the BFactorResidueSelector

to select contiguous sets of residues below the specified pLDDT threshold in the
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prior section. This residue subset is passed along to the backbone movers to sample

backbone moves along with small rigid-body moves. Sampled decoyed are then

refined, i.e. undergo side-chain packing and minimization, to output docked decoys.

Best ranked decoys based on interface scores are then identified as the top-scoring

structures.
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Chapter 6

Modeling translocation of
bacteriocins though cellular
nutrient transporters

This chapter includes published material, which is free to reuse under the
Creative Commons Attribution license, from Cohen-Khait R*, Harmalkar

A*, Pham P, Webby MN, Housden NG, Elliston E, Hopper JTS,
Mohammed S, Robinson C, Gray JJ, Kleanthous C, "Colicin-Mediated

Transport of DNA through the Iron Transporter FepA." MBio, 12(5), (2021)
(*denotes equal author contribution)

6.1 Overview

Decades of excessive use of readily available antibiotics has generated a global prob-

lem of antibiotic resistance and, hence, an urgent need for novel antibiotic solutions.

Bacteriocins are protein-based antibiotics produced by bacteria to eliminate closely

related competing bacterial strains. Colicins are a type of these bacteriocins deployed

by Escherichia coli that exploit outer membrane (OM) nutrient transporters to pene-

trate the selectively permeable bacterial cell envelope. In this work, de novo Rosetta

modeling and live-cell fluorescence imaging uncovers the entry of the pore-forming
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toxin colicin B (ColB) into E.coli and localizes it within the periplasm. Further, by

coupling single-stranded DNA to ColB, the colicin B-translocation pathway has utility

as an import route to deliver conjugated DNA cargo into bacterial cells. By applying a

combination of photoactivated cross-linking, mass spectrometry, and structural mod-

eling, this work characterizes the molecular mechanism of ColB associated with its

OM receptor FepA. The association of ColB with FepA is coincident with large-scale

conformational changes in the colicin. Thereafter, active transport of ColB through

FepA involves the colicin taking the place of the N-terminal half of the plug domain

that normally occludes this iron transporter.

6.2 Introduction

Bacteria are the most common and diverse form of life on earth. The remarkable

abundance of different bacterial strains and species capable of surviving in almost any

environment frequently leads to competition for space and resources.1 Competition

for scarce nutrients has led to the evolution of nutrient uptake systems, such as the

secretion of siderophores to chelate bio-available iron, with the iron-siderophore

complex captured by high-affinity receptors and actively transported across the cell

envelope.2 Competing bacteria also deploy weapons in the form of enzymes targeting

either components of the cell wall or nucleic acids3 or depolarizing pores that disrupt

the electrochemical potential across the inner membrane.4 Elimination of competing

bacteria while kin bacteria are unharmed is achieved through the coexpression of

toxin-specific immunity proteins that render the toxin inactive within producing

strains.5 Cytotoxic proteins can be delivered either in a contact-dependent manner,

targeting neighboring cells relying on the assembly of supra-molecular machineries6,
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or through secretion into the milieu as exemplified by bacteriocins.7

Colicins, the bacteriocins of E. coli, have been extensively studied, with over 20

different examples described.8 Once released, colicins breach the envelope of their

target cell to elicit their cytotoxic activity.9 The cell envelope of gram-negative bacteria

is comprised of an asymmetric outer membrane (OM) with an outer leaflet comprised

of lipopolysaccharide and a phospholipid inner leaflet, providing a robust layer

of defense surrounding the energized inner membrane (IM) and the intervening

periplasm.10 Colicins are large (29 to 75 kDa) proteins that cannot diffuse through the

cell envelope of their target cell11 and must find a route across the OM.12 Unlike the

proton-motive force (PMF) of the IM, the OM is not directly energized, and energy-

dependent processes at the OM such as protein import are coupled to the IM through

transperiplasmic complexes. The Tol-Pal system, composed of the TolQ-TolR-TolA

complex in the IM, TolB in the periplasm, and Pal anchored to the inner leaflet of the

OM, stabilizes the OM during cell division.13 The structurally related Ton system,

composed of the TonB-ExbB-ExbD complex in the IM, powers active transport of

nutrients such as siderophores through specialized TonB-dependent receptors in the

OM.14 Both the Tol-Pal and the Ton systems are exploited by colicins to energize their

translocation across the cell envelope.

Colicins typically contain three structural domains, a central receptor (R)-binding

domain, which anchors the toxin to the cell surface, an N-terminal translocation

(T) domain implicated in OM translocation via the Tol-Pal, or a Ton system of a

C-terminal cytotoxic domain. Colicin B (ColB) is a pore-forming toxin that was one

of the earliest colicins to be described.15 However, little is known about the cellular

translocation process of ColB beyond its dependence on the OM ferric enterobactin
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transporter FepA and the Ton system.16 No additional OM proteins have been iden-

tified for ColB toxicity, which may explain why, unlike most other colicins, ColB is

composed of only two functional domains: an N-terminal domain that serves as both

a receptor-binding domain and a translocation domain (ColB-RT) and a pore-forming,

C-terminal cytotoxic domain.17 The ColB receptor FepA is a 22-stranded b-barrel

TonB-dependent transporter (TBDT) with an N-terminal plug domain blocking its

lumen.18–20

Here, I elucidate the mechanism by which ColB interacts with its receptor FepA

and its active transport across the OM. The translocation of the ColB-RT domain to the

periplasm of E. coli was visualized experimentally by applying live-cell fluorescence

microscopy, demonstrating that translocation requires FepA at the OM and depends

on colicin’s TonB box. This work applies combined approach of in vitro and in

vivo photoactivated cross-linking, mass spectrometry, and structural modeling with

Rosetta to monitor the key stages in the ColB-FepA association process. Further, the

import route of ColB can be used to import large macromolecules, in this instance

single-stranded DNA (ssDNA), into bacteria.

6.3 Results

Previous work has demonstrated that Pseudomonas aeruginosa-specific pyocins are

capable of transporting fluorophores into target cells.21,22 Whether this is also possible

for colicins and E. coli has yet to be determined. In this chapter, I discuss our computa-

tional approach to model the translocation encompassing large-scale conformational

change in the ColB and the plug-motion of the FepA. Further, experimental valida-

tion demonstrates how this import pathway could be employed for transporting
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conjugated single-stranded DNA (ssDNA) into bacteria via FepA.

6.3.1 Computational strategy to model ColB-FepA interactions and translo-
cation

Simulations of protein-protein association and dissociation provide an atomistic

view of biological events. However, modeling large-scale conformational changes

in biologically relevant association events is infeasible with conventional molecular

dynamics (MD) or Monte Carlo (MC) trajectories, owing to longer lifetimes of such

events and limitations to simulation timescales. Here, I present a computational

strategy to model the ColB-FepA interaction leading to the eventual translocation of

ColB through FepA. It is hypothesized that the primary interaction between colicins

(ColB) and OM proteins (FepA) induces changes in the structural motifs of both

interacting partners eventually leading to translocation. Based on this hypothesis, I

developed a computational pipeline as demonstrated in Figure 6.1.

First, I determined putative binding conformations by performing global docking

with limited interfacial backbone moves with ReplicaDock 2.0.25 Upon identifying

potential clusters, such that each cluster can be attributed to a putative encounter

complex, I next incorporated higher scale of flexibility with Rosetta FloppyTail24

protocol. Prior studies demonstrated that the N-terminal domain of ColB serves as the

receptor-binding domain and induces translocation. To mimic that characteristic of the

N-terminal domain, I next model large-scale conformational changes over the docked

decoys by extensive backbone sampling over the flexible domain (highlighted in

Figure 6.1, left panel, in blue). The sampled backbones are further relaxed, docked with

small rigid body perturbations (1 Å translation and 2� rotations), and refined to output

the top decoys. Finally, to model the translocation pathway, I emulated the FepA
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Figure 6.1: Overview of the computational strategy. (left) Schematic illustration of ColB
(PDB: 1RH123) with outer-membrane receptor FepA (PDB: 1FEP18). The flexible domains
over ColB are highlighted in blue. (right) Computational pipeline initiated on the ColB and
FepA structures illustrated on left. First, a global docking simulation is initiated to determine
putative encounter complexes. Then, the flexible N-termini region is modelled with Rosetta
FloppyTail24 followed by docking and relaxation to predict the structure of the stable complex.
Finally, translocation stages are modelled by pulling the half-plug domain of the FepA
receptor with flexible modeling of ColB and crosslinking constraints.
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half-plug unfolding during docking with ColB. Inspired from the TonB-BtuB system26

that follows a similar TonB-like translocation pathway, the half-plug domain of FepA

(residues 1-75) and the N-terminal domain of ColB were modeled with backbone

flexibility. As ergodic sampling with MC for this large-scale conformational change

would be computationally demanding, I captured the dynamic-unfolding process by

instead capturing three putative stages of the unfolding pathway. Briefly, the half-plug

domain demonstrated to be labile was pulled into the membrane to generate three

models, one with the plug slightly unfolded (N-termini displaced by 4 Å), second

with the half-plug unfolded partially (N-termini displaced by 8 Å), and third with

the complete unfolding of the half-plug (N-termini displaced by 12 Å). Experimental

evidence provided us with cross-linking residues on ColB-FepA interface that retained

contact throughout the translocation. Using these residues as constraints (denoted

as crosslinking constraints), backbone sampling of the N-termini domain of ColB

was initiated. Crosslinking constraints were defined based on Ca distance between

predicted interacting residues with a flat harmonic penalty. After aggressive backbone

sampling (generating over 5000 models for each model), decoys were filtered and

evaluated based on interface scores of the structures. The generated structures were

assessed for their thermodynamic favorability relative to conformations of other

models presented prior and were utilized to hypothesize the unfolding-translocation

pathway.

6.3.2 Receptor FepA binding induces large-scale conformational changes
in ColB

Many colicins bind multiple OM proteins or even multiple copies of the same OM

protein.9 To address the question of whether additional proteins or copies of FepA
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were required for ColB transport, ColB complexes were assembled on the surface of

ColB-sensitive E. coli, detergent extracted, and purified by nickel affinity, followed by

size exclusion chromatography. Native mass spectrometry of this isolated complex

revealed the FepA-ColB complex to have a 1:1 stoichiometry, consistent with ColB

binding and translocating through a single copy of FepA. Since there are no available

structures for the ColB-FepA complex, modeling the ColB-FepA interaction with

Rosetta was the only feasible alternative. To understand how colicin associates

with TBDT, I equipped docking approaches exploiting available PDB structures of

unbound ColB (PDB: 1RH123) and FepA (PDB: 1FEP18). The structures were initially

positioned with the FepA extracellular loops facing the predicted ColB receptor-

binding loops.27 This calculation revealed a clear energy funnel for an encounter

complex (EC) structure (Figure 6.2.A). As an independent test of the Rosetta model

predictions, experimental validation were performed with pBPA cross-linking. para-

benzoyl-L-phenylalanine (pBPA) mutations were introduced into ColB-RT surface

loops previously highlighted as potential FepA binding sites.27 Exposure to UV

(365 nm) results in pBPA non-specific cross-linking into C-H bonds within 4 Å.28

Photo-activated cross-linking experiments were performed both in vitro, using an

OM protein fraction as a FepA source, and in vivo, using live E. coli cells. Cross-links

were identified by SDS-PAGE and further analyzed these by liquid chromatography-

tandem mass spectrometry (LC-MS/MS), as previously described by White et al.21

Three cross-links were identified in vitro, two of which (ColB residues D202X and

R205X with FepA residues P642 and K639 respectively) validated the EC computed

by Rosetta (Figure 6.2.A). The success of the computational prediction is a likely

consequence of recent progress in the Rosetta scoring and sampling strategies.29,30
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Figure 6.2: Structural insights on the ColB-FepA complex by pBPA cross-linking and
Rosetta-based structural modeling. (A) Initial encounter complex (EC) modeled with mod-
erate to little backbone flexibility (under 5 Å root mean square deviations [RMSD]). ColB
(blue) and FepA (gray) form this encounter complex with in vitro cross-links, FepA-K639
and ColB-D202 (teal), and FepA-P642 and ColB-R205 (purple), which lie in proximity in the
model. The last in vitro cross-link pair, FepA-S652 and ColB-Q55 (cyan), and the two in vivo
cross-links, FepA-T58 and ColB-M19 (olive) and FepA A214 and ColB-G81 (orange), are not
satisfied in this structure. (B) Fully assembled spontaneously formed stable complex (SC)
modeled with the Rosetta FloppyTail algorithm simulating the partially unstructured ColB
1–55 as a floppy tail. (C) Mapped in vitro cross-linking sites on the ColB and FepA PDB
structures (1RH1 and 1FEP, respectively). Cropped relevant cross-link gels. Self-cross-linking
control to the right of each lane. (D) Rosetta interface score (y axis) versus interface RMSD
(x axis) for output structures identified by local docking (ReplicaDock225 of ColB to FepA.
RMSD is measured relative to the lowest-scoring global docking structure. There is a deep
minimum resulting from the arrangement of the flexible N-linker for the FloppyTail models.
Measurements corresponding to panel A are in blue, measurements corresponding to panel B
are in yellow.

156



However, a third cross-link, ColB residue Q55X with FepA residue S652, could not

be explained by the computed EC. ColB Q55 is in close proximity (⇠8 Å) to ColB

D202 and R205 in the ColB PDB structure (PDB: 1RH1), yet its mapped FepA cross-

link appears 28 Å apart from the mapped cross-link of ColB 205 (Figure 6.2.B). This

disagreement was suggestive of a conformational change accompanying formation of

the complex. Hence, to improve the structural model of the ColB-FepA complex, I

simulated the N-terminal portion of ColB (residues 1 to 55) as a floppy tail (disordered

region with high flexibility), allowing it to sample its environment freely.29 The

resulting model of the stable complex (SC) now explains all three in vitro-observed

cross-links and is more energetically favorable than the initially calculated EC (Figure

6.2.C,D). The calculated SC also brings the ColB TonB box (residues 17 to 21) closer to

the FepA lumen (Figure 6.2.C). In conclusion, using a combination of photo-activated

cross-linking and Rosetta-based docking simulations, this work uncovers that ColB

associates with its receptor/translocator FepA through an initial encounter complex

that then rearranges to the final stable complex, which prepares the toxin for import.

6.3.3 ColB exploits FepA for its active translocation into the cell

The route taken by ColB during FepA-dependent translocation is unknown. Here, I

demonstrate how the partially unstructured flexible N-terminal tail of ColB (residues

1 to 55) occupies the channel generated by the TonB-dependent unfolding of the

N-terminal half of the FepA plug domain (Figure 6.3). While complex formation is

a highly specific step, the translocation mechanism through 22 stranded beta-barrel

TBDTs is likely to be applicable to many other systems sharing similar protein folds.

The three in vitro cross-links obtained prior were also observed in vivo along with two

additional cross-links (ColB M19X and G81X with FepA T58 and A214), which were
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further mapped by LC-MS/MS. The additional two cross-links did not form in the

absence of the energy-transferring protein TonB.

Figure 6.4: Crosslinking data for ColB-FepA interaction. The ability of ColB-81X GFP to
cross-link in vivo as a function of both ColB and FepA TonB boxes. GFP fluorescence (right)
and Coomassie blue stain (left) are shown. Cross-linked band is circled.

The TonB box of TBDTs and bacteriocins is a conserved pentapeptide sequence

essential for interaction with TonB.31 Two TonB boxes participate in the ColB translo-

cation process: one on colicin itself and the other on its OM receptor, FepA (16,

29).16,32 The ability of the in vivo observed ColB 81-FepA 214 cross-link to form was

examined as a function of both the FepA and ColB TonB boxes. The ColB 81-FepA 214

cross-link did not form in the absence of the FepA TonB box, but it still formed in the

absence of the ColB TonB box (Figure 6.4). Hence, as both TonB boxes are essential

for full colicin translocation, the ColB 81-FepA 214 cross-link appears to capture a

stable intermediate translocation step. These experiments were not performed on the

second in vivo-identified cross-link ColB 19-FepA 58, as ColB 19 is already part of the

ColB TonB box.

To investigate the structures during the dynamic translocation process, I equipped

conformational modeling in Rosetta to simulate the unfolding of the N-terminal half
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(residues 1 to 74) of the globular FepA plug domain, as previously demonstrated for

BtuB.26 I simulated the ColB-FepA translocation process starting with the computed

SC structure (Figure 6.2.B) and using the in vivo-identified cross-links as guides to

generate three intermediate structures in 4 Å increments as discussed earlier (Figure

6.3.B,C). The simulated structures suggest that the translocating N-terminal ColB tail

(residues 1 to 55) occupies the cavity generated by the FepA half plug removal with

the ColB TonB box now positioned in place of the former FepA TonB box (Figure 6.5).

6.4 Discussion and conclusions

The OM of Gram-negative bacteria excludes several classes of antibiotics.33 As a

means of subverting this impermeability, trojan horse antibiotics rely on conjugating

antibiotic moieties to siderophores that are actively imported into cells via TBDTs.34,35

In this work, I elucidate the mechanism of ColB-FepA association and the use of

TBDT to translocate across the OM. Further, experimental results demonstrate that

the FepA-specific bacteriocin ColB can similarly transport large cargo molecules into

E. coli under the force of the proton motive force (PMF).

ColB was one of the earliest colicins to be identified36, yet how this bacteriocin,

and its close homologue ColD, recognize FepA has been unclear until now. Using

photoactivated cross-linking combined with Rosetta-based simulations, I show that

association involves at least two steps in which an initial encounter complex is formed

first and then rearranges. The conformational change involves the flexible N-terminal

end of the colicin (residues 1 to 55) moving by up to 62 Å to form the final stable

complex. An important consequence of these conformational changes is that they
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Figure 6.5: Partially unstructured ColB-RT 55-residue N-terminal end occupies the gap
generated by the active unfolding of the FepA N-terminal half plug domain. (A) A bottom-
to-top view of the hypothesized translocation pathway created with Rosetta by pulling the
FepA N terminus into the cell. (A) Step 1, SC complex is formed and the force-labile half-plug
domain (light pink) begins to unfold; (B) Step 2, the force-labile half-plug is partially unfolded,
which allows the ColB N-terminal loop (blue) to occupy the void created by the absence of the
plug domain; (C) Step 3, the unfolding of the FepA half-plug domain creates a channel for the
ColB N-terminal loop to enter.
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poise the ColB Ton box close to the channel that subsequently appears during PMF-

mediated activation of the TBDT by TonB in the inner membrane. While previous

studies have demonstrated that the Ton boxes of both ColB and FepA are important

for import16,32, they do not report on the sequence of events where they are deployed.

In vivo cross-linking data reveal that the cross-link between ColB-RT G81X and FepA

A214 requires the FepA Ton box but not that of ColB, consistent with this cross-link

reporting on activation of the TBDT by the PMF. The involvement of the ColB Ton box

must be subsequent to this, as has been shown for the import of pyocin S2 through its

TonB-dependent transporter FpvAI in Pseudomonas aeruginosa.21

Past chemical modification data have presented a contradictory picture as to

whether ColB translocates across the E. coli OM by direct transfer through FepA.16,37,38

Transport of ColB through FepA would require at least partial unplugging of its cen-

tral pore. Unplugging of a TBDT to enable uptake of a ligand has been demonstrated

by atomic force microscopy for the vitamin B12 transporter BtuB. The N-terminal glob-

ular plug domain of BtuB is composed of two mechanically independent half-plug

domains. The N-terminal half, which lies proximal to the Ton box, is more amenable

to forced unfolding than the C-terminal half.26 I therefore simulated the unfolding

of the N-terminal half-plug of FepA by analogy with that of BtuB26, within feasible

simulation length and timescales. The computed model (Figure 6.2B) emphasizes the

importance of the two independent encounters with the energy-transferring protein

TonB. The first receptor-mediated encounter allows the translocation of the ColB TonB

box to the periplasm (Figure 6.3), while the second activates colicin translocation into

the cell. The computed model also suggests that the 55-residue N-terminal end of the

translocating colicin mimics the unfolded receptor half-plug and, indeed, replaces
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the receptor’s TonB box with that from colicin (Figure 6.5).

In summary, the OM translocation of ColB is a highly dynamic process involving

two association steps followed by two TonB-dependent events. These simulations

also suggest that colicin mimics the part of the FepA half-plug that is removed during

import, thereby presenting its own Ton box to the periplasm. The translocation

mechanism likely also applies to ColD, which binds FepA through a similar receptor-

binding domain and is Ton dependent.39 The ability of bacteriocin-DNA conjugates to

piggy-back the colicin into the cell opens a range of possibilities to utilize bacteriocins

for bypassing the Gram-negative bacterial OM. This includes development of novel

antibiotic delivery strategies and even genomic manipulations.

6.5 Methods

6.5.1 Structure preparation

The crystal structures of ColB (PDB: 1RH1) and FepA (PDB: 1FEP) were used as

starting templates for the computational modeling. Because the crystal structures

were missing key loops needed to effectively propagate backbone motions, I built

these loops (residues 31 to 44 on ColB and 323 to 335 and 384 to 40 on FepA) using

SWISS MODELLER (42). To eliminate energetically unfavorable side chain or back-

bone clashes, the structures were then relaxed using constraints to the native crystal

coordinates using Rosetta Relax.40
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6.5.2 Modeling the transporter-bacteriocin encounter complex

I determined putative local binding conformations by first performing rigid-body

global docking using the ReplicaDock2 protocol (built upon prior work on tempera-

ture and Hamiltonian replica exchange Monte Carlo approaches41,42) and clustering

the lowest-energy docked structures. Starting from each low-energy structure, I refine

the structures in a local binding region by using the RosettaDock4.043 protocol that

adaptively swaps receptor and ligand conformations from a pre-generated ensemble

of structures. To diversify the backbone conformations in the ensemble, I used (i)

ReplicaDock 2.025, (ii) Rosetta Relax40, and (iii) Rosetta Backrub44. Local docking

generated ⇠6,000 decoys, which are scored based on their interface energies, defined

as the energy difference between the total energy of the complex and the total energy

of the monomers in isolation.

6.5.3 Predicting stable complex with backbone flexibility

To explore the possibility of the ColB flexible N-terminal domain (residues 1 to 55)

interacting explicitly with FepA, I used the Rosetta FloppyTail24 algorithm, which

allows modest sampling of backbone degrees of freedom following a two-stage

approach. First, in the low-resolution stage, side chains are represented by a centroid

atom and the backbone conformational space is extensively sampled. In the high-

resolution stage, all side chain atoms then are returned to refine the structures. I

generated ⇠5,000 hypothetical decoys starting from the encounter complex obtained

in stage 1 (EC). The 5,000 perturbation cycles and 1,000 refinement cycles were used

for each decoy. To direct the MC sampling of the FloppyTail algorithm toward

possible interacting regions, atom-pair constraints based on the experimental (in vitro)
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cross-linking residues guided the search. These constraints were calculated based on a

harmonic potential with a mean of 6 Å and a standard deviation set to 0.25 Å between

the Ca atoms of the candidate residues. Each output decoy was further relaxed to

remove unfavorable clashes, and the 100 top-scoring models were then docked using

RosettaDock4.043 using a fixed backbone. Translational and rotational moves were

performed on the top models to generate ⇠5,000 docking decoys. To confirm the

feasibility of these decoys, I evaluated the interface energies and compared the energy

landscape of decoys in stage 2 with the prior decoys obtained in stage 1 (Figure 6.2D).

6.5.4 Modeling the translocation pathway by incorporating in vivo cross-
linking data

Following the partial unfolding of the plug domain in the related TonB-BtuB system26,

I allowed backbone movement in the FepA 75-residue half-plug domain (residues 1

to 75) and the ColB flexible N-terminal domain (residues 1 to 43). Since simulating the

dynamic unfolding of FepA half-plug with simultaneous translocation of the ColB

via the barrel protein would be computationally demanding, I instead created models

to represent three steps along the dynamic pathway of the unfolding translocation

process. Briefly, to create each structure along the pathway, I (i) displace the FepA

half-plug (residues 1 to 75) using Rosetta FloppyTail to pull the terminus out by 4,

8, and 12 Å, respectively, to begin making each of the three structural steps in the

pathway; (ii) translocate the ColB N-terminal domain (residues 1 to 43) using both

in vitro and in vivo cross-linking constraints with Rosetta FloppyTail; and (iii) refine

both FepA and ColB conformation and rigid-body displacement using RosettaDock

with a flexible FepA half-plug and ColB N-terminal domain. During stages 1 and 2,

backbone motions in FloppyTail are propagated toward the closest terminus, but in
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stage 3, ColB backbone perturbations during docking are propagated back toward

the bulk of ColB to facilitate it finding the optimal rigid-body displacement while the

N-terminal domain is translocating.

6.A Appendix

6.A.1 Supplemental Figures

Figure 6.A.1: ColB-FepA stoichiometric complex ratio as observed by native-state mass
spectrometry. A clear charge state distribution corresponding to unbound FepA and ColB is
observed as well as a 1:1 noncovalent complex composed of one copy of each protein. Charge-
reduced species of FepA is also present at higher m/z and indicative of a gas phase-induced
dissociation. Also observed is a low-abundance charge state distribution that corresponds to
the 1:1 FepA-ColB complex with a discrete mass increase of approximately 4,172 Da. This
may correspond to the binding of a single lipopolysaccharide molecule often observed with
membrane proteins from the OM, but no further experiments were conducted to further
identify the adduct of this low-abundance species. Diss‘ FepA, FepA molecules that have
dissociated from a FepA-ColB complex during the run.
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Figure 6.A.2: Structural alignment of ColB and ColE7. Structural alignment of ColB-RT (PDB:
1RH1) (blue) and ColE7 T domain (PDB: 2AXC) (tan) and positions of pBPA incorporation
(orange sticks). The average deviation between the corresponding atoms of ColB-RT and
ColE7 (RMSD) is 2.38 Å as calculated by PyMol. Both ColB-RT and ColE7 T share a similar
pyosin-S fold, yet ColB-RT is the only one forming a complex with FepA. pBPA has been
incorporated mainly in ColB exclusive surface loops to examine their role in FepA binding.

Figure 6.A.3: Computational metrics for predicted structures Interface score v/s l-RMSD (Å)
for all the decoys generated for the docking simulations. The global docking minima (blue)
are obtained from global docking runs for reference. Stage 1 ensemble docking models (to
create EC) are represented in gray, and the Stage 2 models (for SC) obtained with FloppyTail
are represented in yellow. Stage 3 models involving three steps of half-plug unfolding are
represented in green (step 1), teal (step 2), and purple (step 3), respectively. As the half-plug is
completely unfolded, the interface energies of colicin B in a partial translocation stage with
FepA has a deeper energy well than the stage 2 encounter complex.
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6.A.2 Supplemental Tables

Table 6.A.1: Common protein folds for OM receptor FepA Structural alignment of FepA
and 12 additional 22-stranded b-barrel OM bacterial proteins identified by the MADOKA
server summarized in the presented table. Side view of the alignment (top-left), bottom view
(top-right) of N-terminal half plug domain in pink, C-terminal half plug domain in hot pink.
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Table 6.A.2: Common protein folds for bacteriocins Structural alignment of ColB (blue) with
ColE7 (gray) and ColE3 (green) N-terminal translocation domains identified by Pfam as the
pyocin-S domain superfamily. Table summarizing alignment details is on the right.
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Chapter 7

Structure-driven design of
orthogonal protein-protein
interfaces

Work in this chapter was performed in collaboration with the labs of Dr.
Jamie Spangler and Dr. Warren Grayson.

7.1 Overview

Protein-protein interactions (PPIs) are involved in almost all biological processes

and understanding the systematic mapping of PPI networks in the cell is instru-

mental for re-engineering biological functions. Programming protein interfaces to

induce novel functionality is a promising new protein engineering strategy with

broad applications, from therapeutics to biocatalysis. However, natural proteins

are promiscuous and pleiotropy leads to unwanted cross-talk and off-target activ-

ity. To address this challenge, I propose a reliable method to generate orthogonal

systems (i.e. ligand/receptor pairs that interact exclusively with one another and

not with any endogenous proteins) from wildtype protein systems through rational
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Chapter 8

Rosetta developments and
miscellaneous projects

8.1 Overview

Throughout my tenure as a graduate student in the Gray lab, I engaged in several

fruitful collaborations, ranging from methods development to design. To unite these

disparate research topics while maintaining the flow of my thesis, I briefly describe

a few of the interesting developments and protein design projects in this penulti-

mate chapter. The diversity of projects and research topics speaks volumes about

the current state of computational protein modeling. Here, I discuss three projects

in computational modeling while preserving the underlying theme of protein inter-

actions. First, I discuss our community-wide scientific benchmarking initiative to

create robust, automated tests for Rosetta protocols. This initiative demonstrates our

dedication, as a software community, to distribute reproducible code with highest sci-

entific rigor. Next, I demonstrate the extension of our docking protocols to membrane

environments. Unlike soluble environments, modeling proteins in heterogeneous cell

membrane environment is challenging. In this project, I elaborate the development

of a flexible docking protocol to predict protein complex structures. Finally, I pivot
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to protein design and show a direct application of our orthoPD design strategy on

re-engineering histone interfaces. Histones assemble in a nucleosome core to regulate

gene expression. By re-engineering histone interfaces to create an asymetric nucleo-

somes, there is a potential to study important functions such as gene regulation and

cell differentiation.

8.2 Automated scientific benchmark for protein docking

This chapter includes published material, which is adapted from
Koehler-Leman et al.,"Ensuring scientific reproducibility in

bio-macromolecular modeling via extensive, automated benchmarks."
Nature Communications, 12(1), (2021), our community-wide benchmarking

initiative, under the Creative Commons Attribution license.

Over the past twenty years, the Rosetta modeling suite has grown from a niche

software for protein modeling to a software suite encompassing tools to model almost

all biomolecules, ranging from nucleic acids and sugars, to peptides and proteins.1,2

With an ever-increasing codebase with over 3 million lines of code and interlinked

functionalities, maintenance and integrity of the code is paramount. Further, for com-

putational models, scientific integrity is intrinsic as protocols should produce similar

results irrespective of the computer chips with minor variance. To ensure the integrity

and scientific reproducibility of the code-base, I contributed to a community-wide

goal of building scientific benchmark tests for core Rosetta protocols.3 The premise of

this was to develop automated tests that were set-up on our test server, with specific

goals and requirements. The results of the tests are then displayed on a Dashboard

(available at https://benchmark.graylab.jhu.edu/, Figure 8.1), with successful tests

displayed in green and failure cases highlighted in red. Further, each test has adequate

documentation highlighting the purpose, benchmark dataset, protocol (.i.e Rosetta
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executable used), key results and evaluation metrics for determining success. The con-

tributor to the respective scientific test generally serves an observer (i.e. maintainer)

and debugs the code that results in the test failures.

Figure 8.1: Web page for the Testing server dashboard. with options to queue scientific or
integration tests for specific versions of the code.

With the framework of scientific testing elaborated above, the community im-

plemented up to 40 scientific benchmark tests. Here, I contributed to the docking

scientific tests by creating benchmarks for rigid and flexible protein docking. This re-

sults are illustrated in greater detail in Figure 1. This also serves as a small benchmark

gauging the development of field over the years, for e.g., as the benchmark results

are annually published on our website (https://graylab.jhu.edu/download/rosetta-

scientific-tests/), the evolution of the docking protocol (say RosettaDock4) and its

comparison with newer docking protocols (such as ReplicaDock2) could be performed

in an automated fashion.
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In this work, I made a small contribution to the Rosetta community’s goal of en-

suring scientific reproducibility of the software. Most of the scientific research labour

is short-termed and building automated testing systems guarantees maintenance of

software in the long term.

Figure 8.2: Documentation for the docking scientific test The results page shows the results
of the run (10 benchmark targets in this case), the documentation, and the description of
whether the test passes or fails (no failures for this case). Results pages are automatically
generated at the end of the run for each test as shown here.
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8.3 Developing a toolkit for membrane-associate protein dock-
ing

A cell is like a fortified city, with lipid membranes as its defensive walls,
and membrane proteins as the gatekeepers controlling the transit of

molecules and information across these walls.

Membrane proteins (MPs) are of significant importance: they constitute about a

third of all proteins and are targets for over 50% of pharmaceuticals.Alford2017 Despite

their importance, MPs represent only 2% of all protein structures in the protein data

bank (PDB), and MP complexes are even scarce. Computational approaches have

shown promise in capturing membrane protein structures.5,6 However, unlike soluble

proteins (i.e. proteins in the cytoplasm or extra-cellular space) that I discussed in

most of my thesis, membrane protein modeling involves the challenge of capturing

the heterogeneous lipid environment that influences both the structure and function

of these entities.7 In this section, I demonstrate ouri work on extending protein

docking tools to capture the flexible interactions in MP complexes. To incorporate

backbone flexibility, here this works adapts existing RosettaDock conformer-selection

framework for membrane ecosystems.

Unlike soluble proteins that are modeled with an implicit solvent model in Rosetta,

membrane modeling is incorporated with the RosettaMP environment.8 The central

framework of RosettaMP (as illustrated in Figure 2) comprises of three major ele-

ments: (1) a membrane residue to define the geometry of the membrane bilayer (i.e.

membrane bilayer thickness, membrane center and normal), (2) a membrane topology

to define the transmembrane region of the protein in the membrane, and (3) FoldTree

iThis work was initiated by my mentee, Priyamvada Prathima. Dr. Rituparna Samanta and I are
handling the completion of this project
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Figure 8.3: Overview of membrane protein docking protocol Starting from a docking pose,
RosettaMP generates the membrane environment by adding the MEM atom (describing the
geometry of the membrane bilayer by coordinates storing the center, normal and thickness of
the bilayer), a spanning topology describing the transmembrane regions of the pose, and a
FoldTree to establish connections between the membrane residue and the protein partners.
This membrane protein pose is now either passed to rigid docking or ensemble docking.
Rigid-docking involves rigid body translations and rotations with side-chain packing and
minimization. Ensemble docking creates structural ensembles of individual chains (for
backbone diversity) and performs swaps while docking. Generated decoys are packed and
minimized to obtain the docked MP pose.

222



that connects the membrane residue with the protein pose for docking. RosettaMP-

Dock utilizes this membrane environment for protein docking and complex structure

prediction within a membrane. RosettaMPDock creates a membrane environment for

every pose and then initiates a rigid- or ensemble-docking protocol as demonstrated

in Figure 8.3.

RosettaMPDock8 has a rigid-body routine that docks proteins in 6D space within

the membrane environment. However, since proteins are intrinsically flexible and con-

formational dynamics play a crucial role in association, as demonstrated throughout

this thesis, weii created a flexible backbone docking protocol, namely the ensemble

docking stage. The ensemble-docking stage in RosettaMPDock (Figure 8.3, right)

draws on the existing functionality of RosettaDock44, prior conformer-selection work

on heterodimers, and adapts it for membrane proteins. Conformer-selection9 models

for protein interactions obey a statistical mechanical view of protein binding; with

unbound states of protein partners existing in an ensemble of low-energy conforma-

tions, among which the bound conformations are selected during protein association.

RosettaDock 4.0 implements this strategy by pre-generating an ensemble of confor-

mations of the individual protein partners and then employing them as inputs for

protein docking. While docking, the ligand (smaller protein partner) and the receptor

(larger protein partner) perform rigid body moves coupled with backbone swaps

from the pre-generated ensembles. We extended this strategy for RosettaMPDock by

implementing a membrane environment for both the pre-generated ensembles and

the protein pose that performs backbone swaps and rigid body moves.

Here, I demonstrate the extension of docking approaches to membrane environ-

ments for modeling protein interactions. Accurate modeling of membrane complex
iiCode development was done in collaboration with Dr. Rituparna Samanta
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structures and prediction of the conformational changes in membrane proteins with

varying pH, salt concentration, and lipid compositions can pave the way ahead for

rational design of MPs. This has tremendous therapeutic potential to treat a vast

majority of neurological and cardiovascular diseases.

8.4 Re-engineering the nucleosome core to study the asym-
metric histone code

This work was in collaboration with Dr. Evan Worden and Prof. Cynthia
Wolberger (JHMI) and was supported by the Johns Hopkins Discovery

Award (awarded in December 2020).

Regulation of gene expression depends on specific, highly complex combinations

of covalent histone modifications that form the basis of the signaling cascade known

as the histone code. Over a hundred different post-translational modifications of the

four core histone proteins have been identified to date and their functions studied

in cell-based and solution studies.10 The octameric nucleosome core contains two

copies each of histones H2A, H2B, H3, and H4, which form a symmetric dimer of

tetramers. However, there is mounting evidence that the two histone copies in each

nucleosome may not contain the same set of covalent modifications and that this

asymmetry serves important functions in gene regulation and cell differentiation. In

this work, our goal was to re-engineer the nucleosome so that each protein in the

histone octamer can be uniquely distinguished and manipulated. In order to do so,

I extended our orthogonal approaches to design interfaces for one pair of histone

interactions. This would transform the two identical copies of histones H2A, H2B,

H3, and H4 into eight independent polypeptides (Figure 8.4).
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Figure 8.4: Creating asymmetric histones by re-engineering histone interfaces (top) Structure
of the wildtype nucleosome highlighting the 4 histones (with 2 identical copies each) and
the interacting interfaces. (bottom) Structure of the asymmetric nucleosome generated by
engineering four of the seven histone-histone interfaces.
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Here, I equipped Rosetta with our orthogonalization strategy for the histone re-

design objective. Prior studies demonstrated the design of histone interface H3-H3 to

introduce asymmetry. This served as a proof-of-concept that inducing asymmetry is

possible.11 With OrthoPD strategy (discussed in Chapter 7), co-dependent mutations

were introduced on the interfaces. Template structures for each interface were ex-

tracted from the nucleosome core crystal structure (PDB: 1KX3) and re-engineered for

orthogonality. Re-engineered histones were experimentally validated and will be fur-

ther reconstituted to full asymmetric nucleosomes. This histone re-engineering work

would allow researchers to experimentally probe nucleosome asymmetry in a con-

trolled way for the very first time, making huge contributions to our understanding

of gene regulation12, cell differentiation13, and cancer14.
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Karanicolas, J., Das, R., Meiler, J., Kortemme, T., Gray, J. J., Kuhlman, B., Baker, D.
& Bradley, P. Rosetta3: An object-oriented software suite for the simulation and
design of macromolecules. Methods in Enzymology 487, 545–574. ISSN: 00766879
(C 2011).

2. Leman, J. K., Weitzner, B. D., Renfrew, P. D., Lewis, S. M., Moretti, R., Watkins,
A. M., Mulligan, V. K., Lyskov, S., Adolf-Bryfogle, J., Labonte, J. W., Krys, J.,
Bystroff, C., Schief, W., Gront, D., Schueler-Furman, O., Baker, D., Bradley, P.,
Dunbrack, R., Kortemme, T., Leaver-Fay, A., Strauss, C. E., Meiler, J., Kuhlman,
B., Gray, J. J. & Bonneau, R. Better together: Elements of successful scientific soft-
ware development in a distributed collaborative community. PLoS computational
biology 16, e1007507. ISSN: 15537358 (5 2020).

3. Leman, J. K., Lyskov, S., Lewis, S. M., Adolf-Bryfogle, J., Alford, R. F., Barlow,
K., Ben-Aharon, Z., Farrell, D., Fell, J., Hansen, W. A., Harmalkar, A., Jeliazkov,
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Chapter 9

Conclusions

Proteins are biological polymers that encode the machinery of life. The three-dimensional

structure of proteins and protein complexes provides a static snapshot of their physical

interactions and can aid the understanding of molecular mechanisms to understand

biological processes and suggest disease intervention strategies. With the recent

advent of machine learning approaches such as AlphaFold1 and RoseTTAFold2, the

protein sequence-to-structure prediction challenge has demonstrated unprecedented

performance.3 Yet, protein docking, i.e. prediction of protein complex structures and

higher-order assemblies, persists as a fundamental challenge owing to large-scale

binding-induced conformational changes.4 Computational methods that model pro-

tein interactions and elucidate complex structures can reveal molecular mechanisms

and allow us to engineer interactions based on molecular structures, from immunol-

ogy and cancer to infectious diseases and tissue engineering. The impact of faster,

inexpensive, and accurate predictions of PPIs and protein complexes will acceler-

ate the field of structural bio-informatics and protein design. In this dissertation,

I have advanced computational modeling approaches for protein-protein docking

and created new tools for protein design. Specifically, I have (1) developed novel
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enhanced sampling approaches for predicting conformational changes in protein-

protein docking mimicking induced-fit approaches of protein binding; (2) presented

a sequence-to-structure pipeline for accurate prediction of protein complexes by

coupling AlphaFold with our sampling routines; (3) applied modeling to decipher

protein dynamics in a biological system which would be otherwise infeasible to

model or validate with experimental techniques; and (4) created a computational

pipeline for designing orthogonal protein interfaces for a protein signaling system for

downstream tissue engineering applications.

9.1 My contributions

My tenure in the Gray lab began with a goal to tackle the sampling challenges in flex-

ible backbone protein docking.5 Throughout the years, my work has spanned across

protein docking, to modeling dynamics and eventually to protein design. In 2019,

I participated in Critical Assessment of PRediction of Interactions (CAPRI), a blind

community-wide docking challenge, that highlighted the limitations of the state-of-

the-art docking tools. To address these limitations, I developed an enhanced sampling

approach for protein docking based on the hypothesis that protein association follows

a induced-fit mechanism of binding (Chapter 2). This docking approach, namely

ReplicaDock 2.06, employed temperature-replica exchange Monte Carlo (T-REMC) for

on-the-fly sampling of backbones in conjunction with rigid body perturbations. On a

benchmark of 88 protein complexes with varying degrees of flexibility, ReplicaDock

2.0 is the first method to successfully dock 62% of complexes with conformational

changes (RMSDUB) up to 2.2 Å.
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The development of ReplicaDock2.0 highlighted the efficiency of enhanced sam-

pling approaches to capture native-like backbone moves, however, the low-resolution

scoring often skewed the sampling to non-native funnels. To address this shortcom-

ing, I built a novel resolution exchange protocol to swap configurations (all-atom and

centroid) across replicas, thereby utilizing the efficiency of the two scoring schemes

for better sampling of the conformational landscape. Chapter 3 discusses the develop-

ment and benchmarking of a resolution exchange protocol and extends its application

for the protein docking task. With resolution exchange, the conformational sampling

of an high-resolution model is supplemented with low-resolution models while avoid-

ing potential entrapment in non-native sticky sites. I benchmarked this new approach

on a small set of 9 flexible protein targets (RMSDUB > 1.2 Å) and demonstrated better

performance than prior approaches (ReplicaDock2.0 and RosettaDock 4.07) for 8

targets, with acceptable decoys for all 9 targets.

Chapter 4 describes the performance of the Gray lab prediction team in CAPRI.

Over the course of my PhD, I participated in CAPRI rounds 47-54, comprising 45

targets.4 These rounds highlighted our major limitation in docking antibody-antigen

complexes and heteromeric higher-order assemblies. Further, in round 50, Deep-

Mind’s model AlphaFold1, a deep-learning model trained on evolutionary informa-

tion and protein structural data, demonstrated unprecedented performance. This

approach was extended for protein complexes8,9, peptides10 and PPIs, however, prior

limitations prevailed with poor performance in antibody-antigen complexes and

targets with large binding-induced conformational changes. Since AlphaFold metrics

for protein structure prediction, such as the predicted local distance difference test

(pLDDT)11 and the predicted alignment error (PAE), correlated well with flexibility,
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this made me ask whether AlphaFold could be coupled with our sampling approaches

for a complete sequence-to-structure-to-complex pipelines. Using AlphaFold as a

structure-generator, I evaluated metrics and developed a pipeline to model complex

structures. Out of 245 benchmark targets, AlphaFold identified incorrect binding sites

(DockQ< 0.212) for 105 targets. With the AlphaFold-RepDock approach, docking all

of the 105 targets in the appropriate binding sites was feasible. Moreover, for over 63

targets, the protocol obtained medium CAPRI-quality predictions (DockQ> 0.512).

My results demonstrate that deep-learning approaches in conjunction with physics-

based sampling tools can leverage both evolutionary and biophysical information for

improved structure prediction.

My work in computational methods development for docking highlighted the

potential avenues to push the boundaries of current modeling routines. In Chapter 6,

I applied this principle to examine the interaction between a bacteriocin (ColB) with

an outer-membrane receptor (FepA), and devised a potential translocation pathway

of ColB through FepA.13 Here, I learned the utilization of MC-based approaches

to reveal stages of a biological pathway. My computational models supported ex-

perimental evidence, demonstrating the feasibility of extending MC-approaches to

predict transient interactions.

In Chapter 7, I describe the development of OrthoPD, a computational tool to

design orthogonal protein interfaces, and demonstrate its utility over the platelet-

derived growth factor (PDGF) signaling system.14,15 Orthogonality induces exclusive

selective and prevents pleiotropic effects in endogenous, wildtype proteins.16 With

this computational approach that utilizes structural ensembles and iterative designs

mutations, to first disrupt wildtype interaction and then enrich for orthogonality;
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one can systematically and conservatively re-engineer existing protein interfaces

for customized applications in therapeutics and regenerative medicine. Unlike de

novo design, re-engineering protein interfaces has applications to modulate existing

interaction pathways for specific functionality. OrthoPD results for the PDGF system

demonstrate successfully ablation with just two mutations on the receptor with ligand

mutant experiments still underway.

In sum, I hope that the methodological advancements and design algorithms

presented in this work will contribute a small part to the larger efforts of biomolecular

modeling of protein-protein interactions. With machine learning approaches gaining

a lot of momentum in the field, I strongly believe that an integration of ML with

physics has a huge potential to understand the nuances in structural biology and

bring a paradigm shift in molecular discovery and design.

9.2 Future Directions

Reflecting upon the start of my journey as a PhD student in 2018, the protein modeling

space has changed dramatically. Accurate modeling at an atomistic level, that seemed

like a distant dream, was rationalized with the development of deep-learning tools

such as AlphaFold1 and RoseTTAFold2. Despite their drawbacks and limitations, it

would be disingenuous to acknowledge the huge role that these structure prediction

tools have played in pushing the field ahead. That being said, my efforts have focused

on one of its limitations, i.e. modeling flexible protein-protein interactions. This influx

of deep-learning methods, having tackled the structure prediction challenges, has

further enagged in protein design. From structure-agnostic, sequence-only models

(ESM like generative models, cite Progen) to learned potentials and diffusion models
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(Namrata’s paper, Chroma, etc), de novo protein design is no longer a niche field but

rather reigns as the ‘coolest kid’ in the disciplines of structural biology and protein

engineering. Looking ahead, I am excited at the potential of computational modeling

in docking and design. Here, I list future directions stemming from my experience as

a computational biologist.

9.2.1 Encoding physics in protein language models for interpretability

With the release of ChatGPT in late 202217, scientists and laymen alike were capti-

vated with the abilities of generative large-scale language models (LLMs); whether it

was acing the MCATs or writing fragments of programming code. Treating protein

sequences as a simple alphabet of 20 amino acids, extension of language models have

demonstrated the capability to learn representations across protein families, evolu-

tionary traits, and long-range dependencies in amino acids. Despite the phenomenal

growth of LLMs in protein space (for e.g., ESM18 or auto-regressive models such as

UniRep19, ProGen20, ProtGPT21), the absence of physics and lack of interpretability in

these models hamper their generalizable application to protein engineering tasks (for

e.g., thermostability prediction, binding, viscosity). Developing models encoded with

protein biophysical information would provide utility that would extend beyond the

primary tasks of predictive, generative, or representation learning, providing insights

that could assist protein engineering efforts.

The scientific rationale for this direction stems from the basis of my thesis: the

sequence-structure-function relationship. Language models treat amino acids as the

ultimate authority on function. However, as I have demonstrated throughout this

thesis, structure is paramount, rather is the primary determinant of protein function.

Developing models that integrate the protein language with physical, chemical and
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biological properties of residues, could learn about the underlying traits of protein

interactions such as higher propensity of hydrophobic patches on binding sites or

effects of point mutations on the global structure. From our recent work for predicting

antibody thermostability22, I demonstrated the utility of energetics in predictive

models by creating residue-wise contact maps for energies (analogous to distograms

for protein residue-wise distances). LLMs supplemented with an energy-track seem

to have great potential in decipher the nuances of the protein landscape.

9.2.2 Accelerating enhanced sampling with machine learning approaches

Extending the machine learning tools from the protein structure prediction task to

predict protein dynamics is an upcoming area of research. Conventionally, state-of-

the-art physics-based approaches model protein interactions and dynamics with an

energy function, thereby aiming to map the energy landscape. Here, ML approaches

have two avenues to contribute and capture protein dynamics: (1) simplified protein

force-field/energy-function to map the conformational landscape, and (2) identify

collective variables for enhanced sampling.

All-atom energy landscapes are rugged and development of accurate low-resolution

energy functions to mimic these landscapes has been challenging. As deep learning

models are universal function approximators, they have potential to deduce ener-

gies from atomic coordinates of protein structures rather than estimating a function

specified a priori.23 By training on molecular dynamics (MD) or Monte Carlo (MC)

trajectories of protein simulations (say folding or docking), a neural network can,

in principle, learn both long-range and short-range energies and their relationship

with protein coordinates. A shortcoming of this approach would be its inability to

extrapolate in poorly sampled conformational space i.e. rare events not sampled by
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MD or MC methods would be underrepresented. Nevertheless, the development of a

model to estimate energies based on protein configurational coordinates would boost

computing speeds, and can in turn promote exploratory sampling in low-sampled

spaces.

Manipulating collective variables (CVs) can direct sampling and jump across

energy barriers, however determining the ‘ideal’ collective variables is challenging.24

For sampling, I envision the use of ML-approaches to identify potential CVs for a

biomolecular system. By learning over small simulations, ML models could identify

putative starting states for following simulations based on learned CVs. Alternatively,

sampling could be improved by tuning bias potentials, parameters of the Hamil-

tonians, temperatures, for approaches such a replica exchange or metadynamics.

Invernizzi et al. recently demonstrated the use of normalizing flows with replica

exchange to sample molecular systems.25 Extending this approach for some of the

enhanced sampling methods described in this thesis, temperatures (T-REMC) or

tuning parameters (resolution exchange) could be altered while docking to better

explore the conformational landscape

9.2.3 In-silico design of fit-for-purpose antibodies

CoVID-19, Cancer, Celiac disease: the therapeutic potential of these ever-evolving,

increasingly complex diseases is encoded in the human adaptive immune system.

The human adaptive immune system is capable of mounting a robust response to

nearly any foreign pathogen (i.e., viruses, bacteria, fungi, and parasites) by producing

proteins (antibodies) that recognize specific regions of the pathogens. The ground-

breaking goal for immunology is to generate custom antibody sequences with high
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affinity and specificity.26 Antibody-antigen complexes are one of the most challeng-

ing protein docking targets owing to the high flexibility of the interface. Recently,

generative and diffusion-based models27,28 have been applied for generating protein

sequences for designs and for building missing motifs on potential binders. To extrap-

olate these models for antibody-specific tasks, one could transfer learned amino-acid

vector representations (such as those from pre-trained language models trained on

antibody sequences29) and condition models on available antibody-antigen structures.

This would allow extension of the generative methods for antibodies and develop

a method that could retro-synthesize antibody paratopes for antigen epitopes, i.e.,

develop antibodies based on custom therapeutic needs for potential antigens.

9.3 Parting thoughts

Life began on earth ⇠4 billion years ago, written in a chemical language of biopoly-

mers. Today, this chemical language is the basis of our being, with everything from

microbes to human-beings evolving as a result of the interactions of the polymers, we

now know as proteins. The cusp of 21st century demonstrated major advances in not

just understanding this chemical language, but also manipulating it, with humans

altering this language as editors. Much of these advances could be contributed to

our ability to understand the protein language better, and simulating interactions for

navigating the protein sequence-structure space. The versatility of computational

approaches, the breakthrough of AI, and the advances in high-throughput experimen-

tation excites me about the possibilities ahead. I hope that the algorithms presented

in this work will contribute a small fraction to our overarching goals of discovery and

design of protein-protein interactions.
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Publications
1: Harmalkar A, Rao R, Gray JJ, Wei K. Towards generalizable prediction of antibody thermo-stability
using machine learning on sequence and structure features. bioRxiv (accepted in mAbs), 2022. doi:
10.1101/2022.06.03.494724
2: Harmalkar A, Mahajan S, Gray JJ. Induced fit with replica exchange improves protein complex structure
prediction. accepted in PLOS Comp. Bio, 2022. doi: 10.1371/journal.pcbi.1010124
3: Cohen-Khait R*, Harmalkar A*, Pham P, Webby MN, Housden NG, Elliston E, Hopper JTS, Mohammed
S, Robinson CV, Gray JJ, Kleanthous C: Colicin-mediated transport of DNA through the iron transporter
FepA. mBio, Volume 12, Issue 5, e01787-21, 2021.(*equal author contribution). doi: 10.1128/mBio.01787-21
4: Lensink MF, Brysbaert G,..., Harmalkar A,..., Wodak SJ. Prediction of protein assemblies, the next
frontier: The CASP14-CAPRI experiment. Proteins: Struct. Func. Bioinform., 89, 1800-1823, 2021. doi:
10.1002/prot.26222
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5: Koehler Leman J,..., Harmalkar A,..., Gray JJ, Bonneau R. Ensuring scientific reproducibility in bio-
macromolecular modeling via extensive, automated benchmarks. Nature Commun., 12, 6947, 2021. doi:
10.1038/s41467-021-27222-7
6: Harmalkar A, Gray JJ. Advances to tackle backbone flexibility in protein docking. Curr.Opin. Struct.
Biol., 67:178–186, 2021. doi: 10.1016/j.sbi.2020.11.011
7: Singh MB, Harmalkar AU, Prabhu SS, Pai NR, Bhangde SK, Gaikar VG. Molecular dynamics simu-
lation for desulphurization of hydrocarbon fuel using ionic liquids. Journal of Mol. Liq., 264, 2018. doi:
10.1016/j.molliq.2018.05.088
In Preparation. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

1: Harmalkar A, Gray JJ. From sequence-to-structure-to-complexes: an in-silico pipeline for protein complex
structure prediction. 2023.
2: Harmalkar A, Gray JJ, Zacharias M. Resolution exchange for protein-protein docking. 2023.
3: Harmalkar A*, Samanta R*, Prathima P, Gray JJ. Benchmarking and analysis of flexible backbone
membrane protein docking. 2023.
4: Harmalkar A, Pietz K, Leonard E, Horenberg AL, Grayson WL, Spangler JB, Gray JJ. Structure-driven
design of orthogonal protein-protein interfaces. 2023.

Presentations
Invited Talks. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Flatiron Institute, Center for Computational Biology, February 2023.
Harmalkar A “Computational modeling and design of protein-protein interactions”
Machine Learning to Accelerate Biology, Harvard Systems Biology, September 2022
Harmalkar A, Rao R, Gray JJ, Wei KY, “Towards generalizable prediction of antibody thermostability”
Oral Presentations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

American Institute of Chemical Engineers Annual Meeting, Nov 2022, Pheonix, AZ, USA.
Harmalkar A, Zacharias M, Gray JJ, “Resolution exchange Monte Carlo for protein-protein docking.”
American Institute of Chemical Engineers Annual Meeting, Nov 2022, Pheonix, AZ, USA.
Harmalkar A, Zacharias M, Gray JJ, “Capturing large-scale conformational changes on protein interfaces.”
European Rosetta Conference on Protein Modeling and Design, May 2022, Warsaw, Poland.
Harmalkar A, Mahajan SP, Gray JJ, “Induced fit with replica exchange improves flexible backbone protein
docking”
American Institute of Chemical Engineers Annual Meeting, Nov 2021, Boston, MA, USA.
Harmalkar A, Gray JJ, “Replica exchange and backbone sampling methods improve protein-protein docking
by mimicking induced-fit pathways.”
American Institute of Chemical Engineers Annual Meeting, Nov 2020, Virtual.
Harmalkar A, Gray JJ, “Coupling enhanced sampling with Monte Carlo techniques improves flexible backbone
docking.”
Annual Summer Rosetta Conference, August 2020, Virtual.
Harmalkar A, Gray JJ, “Coupling enhanced sampling with Monte Carlo techniques improves flexible backbone
docking.”
Poster Presentations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

Keystone symposia on computational modeling of biomolecules (March2023), Ban�, Canada.
Harmalkar A, Rao R, Tinberg CE, Gray JJ and Wei KY, “Spying on the sequences: towards generalizable
prediction of thermostability using machine learning”
Biophysical Society (Feb 2023), San Diego, CA.
Harmalkar A, Rao R, Tinberg CE, Gray JJ and Wei KY, “Spying on the sequences: towards generalizable
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prediction of thermostability using machine learning”
European Rosetta Conference on Protein Modeling and Design (May 2022), Warsaw, Poland.
Harmalkar A, Rao R, Tinberg CE, Gray JJ and Wei KY, “Spying on the sequences: towards generalizable
prediction of thermostability using machine learning”
American Institute of Chemical Engineers Annual Meeting (Nov 2021), Boston, MA, USA.
Kizerwetter M, Harmalkar A, Leonard EK, Horenberg AL, Grayson WL, Gray JJ, Spangler JB. “Directed
Evolution of PDGFR-— and PDGF-BB for Promotion of Bone Regeneration.”
Winter Rosetta Developers Conference (Feb 2020), New York City, NY, USA.
Harmalkar A, Gray JJ, “Coupling enhanced sampling with Monte Carlo techniques improves flexible backbone
docking.”
7th Annual CAPRI Evaluation Meet (Apr 2019), EMBL-EBI, Hinxton, UK.
Harmalkar A, Gray JJ, “Tackling the conformational search space challenges in flexible protein docking.”

Software
TherML
A machine-learning model for antibody thermostability prediction and design
{ https://github.com/AmeyaHarmalkar/therML (public release post publication)
ReplicaDock 2.0
Induced-fit flexible backbone protein docking method in Rosetta
{ https://github.com/RosettaCommons/main
{ Demos available in : https://github.com/RosettaCommons/demos/tree/master/public/replicadock2
Scientific Benchmark Tests
Docking benchmark tests in Rosetta
{ Code availability: graylab.jhu.edu/download/rosetta-scientific-tests/
{ Docking Scientific Test: https://graylab.jhu.edu/download/rosetta-scientific-tests/main/docking_ensemble

Honors and Awards
Deutscher Akademischer Austaschdienst (DAAD) Research Fellowship 2021
Outstanding Graduate Teaching Assistant Award, Johns Hopkins University. 2021
Discovery Award, Johns Hopkins University Provost Research 2020
$100,000 grant for novel collaborative projects under Dr. Je�rey J. Gray and Dr. Cynthia Wolberger.
Best Student from the penultimate year (Junior Year), ICT 2017
UGC Summer Research Fellowship, ICT 2016
Sir Ratan Tata Trust Scholarship for meritorious students in Chemical Engineering, ICT 2015

Patents and Consulting
US Provisional Patent 2022
Machine learning Techniques for predicting single-chain variable fragment (scFv) thermostability.
Technical Consultant, Baxalta, Inc 2021
Generated models and evaluated binding modes for a patent case.
Provisional Patent, India (lapsed) 2018
Process for nutrient recovery from human urine and utilization of treated urine.

Teaching Experience
Co-instructor PyRosetta Bootcamp May 2021
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{ Tutored and assisted bootcamp participants in the intense week-long crash course to developing in
PyRosetta.

{ Taught Python and Rosetta software programming to students.
Graduate Teaching Assistant (EN 540.630) Fall 2020
{ 4 credit core ChemBE PhD class on Thermodynamics, Statistical mechanics and Kinetics.
{ Develop curriculum and taught Thermodynamics and Statistical Mechanics to incoming PhD students.
{ Created and graded homework and programming assignments, final exams, and recorded online lectures for

students.
Graduate Teaching Assistant (EN.540.409) Fall 2019
{ 4 credit core ChemBE undergraduate class on modeling, dynamics and control of biological systems
{ Developed curriculum with Dr. Je�rey J. Gray and taught 3 lectures on instrumentation and process

control of biomolecular systems.
{ Conducted tutorial sessions every week, developed and graded midterm and final exams.

Mentoring Experience
Priyamvada Prathima: JHU ChemBE undergraduate 2019-2022
{ Advised and mentored on a membrane protein modeling and docking project.
{ Helped to apply and receive Eleanor Muly Award and currently assisting in finishing a first author publication.
{ Current: Research Associate at Harvard Medical School.
Ranjani Ramasubramaniam: JHU BME undergraduate 2020-2022
{ Mentored on an computational and experimental collaborative project for design novel bi-specific binders.
{ Helped to apply and receive the Provost’s Undergraduate Research Award (PURA) for independent

undergraduate research.
{ Current: Ph.D student, University of Pennsylvania, USA.
Brandon Ameglio: JHU Biophysics undergraduate 2021
{ Mentored and advised on developing a new approach for modeling antigen-antibody complexes.
Graylab CAPRI Team 2019-present
{ Led the graylab Criticial Assessment of PRedicted Interactions (CAPRI) team in Rounds 46-54
{ Helped to develop and document new protocols and methods for structure prediction of complexes.

Service and Outreach
Outreach Lead, National Diveristy in STEM, SACNAS 2022
{ Organized and led the RosettaCommons outreach booth in SACNAS.
{ Promoted our Post-bac, REU and graduate school programs to recruit students in STEM fields.
Instructor and Organizer, Rosetta Pre-College Intensive Workshop 2022
{ Instructor and organizer of BioComp 2022, a computational biology bootcamp for Baltimore high-school

students.
{ Promoted and secured funding for the program to provide stipend and educational resources to the students.
{ Created teaching materials and programming worksheets for the program.
Rosetta Commons Outreach Fellow 2021
{ Coordinated and managed RosettaCommons booths in SACNAS National Diversity in STEM, 2021, and

ABRCMS 2021 conferences
{ Promoted and organized interactive sessions to attract talented young scientists and provide them with

resources for graduate school exploration.

Academic Service
Manuscript Review.
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Machine Learning for Structural Biology, Nature Methods, PLoS Computational Biology, J.Chem. Theory
and Computation
XSEDE allocation grants
Wrote successful research proposals to XSEDE computing resources allocation for Gray lab (>100,000 SUs).
Maximizing Investigators’ Research Award (MIRA; R35) for Dr. Je�rey Gray
Contributed to writing in the MIRA proposal with Dr. Je�rey Gray
Johns Hopkins Provost’s Discovery Award
Contributed to writing the discovery award proposal for a collaboration with Dr. Cynthia Wolberger, JHMI
on designing asymmetric histone interfaces.

Skills and Interests
Computational tools:
Programming languages: C++, Python, MATLAB, LaTeX, Bash (Unix shell)
Softwares: Git, Linux, PyTorch, Rosetta, MDAnalysis, Rosetta Biomolecular modeling suite software,
MODELLER Homology Modeling, BLAST Search Tool, ClusPro, Robetta.
Hobbies: Rock-climbing and Bouldering, Hiking, Sketching, Painting, Running, Reading.
Languages: English, Marathi, Hindi, German.
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